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Abstract

There have been proposed multiple surveys on wireless saps@ork
routing in the past. However, they use rough operationalreteiork mod-
els to classify routing protocols as well as disregard wavksch are not
routing protocols but rather function as separate routingues. Moreover,
dependability concepts of sensor network routing have rentaddressed
by them. In this work, we attempt to factor out the main deggnciples
for sensor network routing, as well as to identify the mogtamant depend-
ability concepts in this context. We propose a modular aagndo design a
routing protocol for sensor network applications. We gathe mainstream
implementations of each module to aid this developmentgs®.c

1 Introduction

There is a vast literature of wireless sensor network rgutirotocols. The variety

of routing protocols is caused by the diverse applicatiguirements and network
assumptions. Routing surveys [1, 2] that have been prommstadt attempt to make

an exhaustive list of existing routing protocols and/ossify them based on some
rough network and operational characteristics. Howehes,approach has several
problems which are detailed as follows.

* First, this hardly supports the development of sensor otvapplications
due to the rough operational and network models. In padiculsing these
classifications, it is difficult to identify a routing protolowhich perfectly fits
specific application requirements. In practice, there lmaan two extremes



of designing routing protocols so far. First, an applicatitesigner selects a
routing protocol which partially satisfies application ueg@ments and pro-
vides a “good enough but not perfect” solution. For insta@DV [46]
and TinyOS beaconing [79] seems to be workable routing isoisifor most
sensor applications, however, they are far from being efiicior resource
constrained devices. Second, a novel protocol is developetd) a clean-
slate design. Although this new protocol is tailored to acdfeapplication,

it may lack for exhaustive analyses because its constrapgtication do-
main.

» Second, current routing surveys have a rough picture dfngurotocols,
they often disregard such proposals which are not routintppols indeed
but arecomponent®f that. Prior works on sensor network routing are di-
verse which means that the proposed routing componentdtareiodepen-
dent and can be jointly used. For instance, some works focymth selec-
tion [16], while others deal with different cost metrics aheir calculation
[27, 40].

* Third, current surveys do not consider the dependabititybates of sensor
network routing protocols. For instance, there are sepa@turity surveys
of networking protocols, and routing surveys hardly camtsgcure rout-
ing protocols. Dependability is a part of routing objectivend as such,
it should be considered from the grounds as a basic desigoipe. For
instance, multipath routing increases the reliabilityrad touting service in-
evitably. However, one may reach the same reliability improent with
lower overall network overhead by using cluster-based opetative for-
warding. Moreover, these low-layer modules often fall behthe scope as
they reside between the routing and data-link layer betangp neither of
them. Finally, dependability also includes reliabilitydamaintenance at-
tributes besides security which are not considered by amyng surveys.

» Fourth, multiple routing technigues have been proposedvieless sensor
networks since the creation of the latest survey. To thedfestr knowledge,
they have not been covered by any survey so far. Our work isatmfill this
gap and we consider all major routing technigues which haea lbeveloped
meantime.

Instead of creating yet another survey of routing protqchiye we attempt
to factor out the main design principles for sensor networking, as well as to
identify the most important dependability concepts in tloatext.

We imagine that a routing protocol is a combination of déferrouting mod-
ules. Each module may have one or more routing objectivies i@al-time or de-
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pendable packet delivery) and multiple implementationdifierent works, where
each implementation may have different routing model, (hetwork and operation
assumptions). First, we select the required routing madoésed on the routing
objectives of the application. Afterwards, we select anlénmentation of these
modules having the identified routing model. As every impatation is analysed
in its routing model, the performance of their combinatithdd also be easily
computable. We believe that this approach is more benefmiadn application

designer than the exhaustive list of different routing tegbes.

In order to aid this development process, we identify thenstaeam imple-
mentations of different modules, and give their routing elodlVe emphasize that
this list of implementations is not intended to be exhaestivrather serves as a
starting point as well as a demonstration purpose for ouhatet In addition, in
contrast to prior works, we also classify all modules (ardir#ctly routing proto-
cols) according to their dependability attributes (likaitability, reliability, secu-
rity and maintainability) that enables designers to caersitpendability objectives
as a basic design principle.

2 The routing model

Our model builds upon theetwork and operational modeh set ofrouting mod-
ules and therouting objectives Instead of selecting a specific protocol, an appli-
cation designer should identify routing modules which tyathieve the desired
routing objectives. The routing objectives define the godlall routing modules
like the guarantees of packet delivery with real-time caists and dependable
requirements. Afterwards, an implementation of the modale be chosen which
matches the network and operational model of the applicatidl modules are
categorized into four different components.

Thelow-layer componenincludes all modules which directly invokes the data-
link layer in order to conserve energy as well as to increabehility and network
throughput. In particular, these modules can measure éh#thility to aid rout-
ing decisions, use network coding or error-correction guoe retransmissions,
or implement reliable broadcasts by exploiting node ovaring. These modules
provide different link-layer measurements and/or topmalgnformation to upper-
layer modules.

Thecost calculation componesnhcompasses all routing cost calculation mod-
ules. These modules may need some input from the low-layelules such as
reliability or power transmission measurements and assigost value to a node
in the network. This cost value may incorporate energy-thadéestance-based,
link-reliability based, time-based, or maintenance caseol metrics. This is a



core component which means that a routing protocol mustdtecht least one cost
calculation module.

Thepath selection componesetlects a path towards a destination based on the
available routing information delivered by low-layer arastcalculation modules.
This component includes modules which implement a meantof glection like
centralized selection when a single node computes thengtables of all other
nodes in the network, multi-path selection, probabiliseétection, or route selec-
tion towards multiple base stations. This is also a core aorapt (i.e., a routing
protocol must include at least one path selection module).

Finally, thesecurity componergathers all modules with specific security goals
like data authentication and confidentiality, or misbehguiletection. These secu-
rity functionalities may be invoked by all modules in all cpaments.

The relation of all modules and components are depictedgarEil.

Routing protocol

Security
component

Low-layer component

‘ (lvmvwmwd‘ ‘ Cooperative

Cross-layer
forwarding forwarding module

Figure 1: Routing components. Darker boxes denote core aoemts.

3 Network and operational model

3.1 Network model

Base station Itis commonly agreed that the base station is a powerfubdewith

unconstrained energy supply and computational capaciiyeder, the following
characteristics of a base station may severely influencegheation of a routing
protocol.

Number: In most practical applications, the increased number oé siations
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provides more robust data gathering, and may also decrbaseetwork
delay. However, the typical number of base stations is ofieonlly one
base station is presented (and there is no need for expligitrminication
between sensor nodes), the destination node for all messagaentical,
while in case of multiple base stations, the destinatiorerody vary.

Mobility: In some applications, where the number of base stationisnwall
to ensure acceptable network delay and robustness, thatatise supports
mobility during data gathering. This property of the basgigh severely af-
fects routing, since some nodes in the network field candioighe move-
ment of the base station and are not aware of its currentigositHence,
the routing mechanism needs to find the mobile base statidheirfield.
Moreover, the routing topology may heavily vary in time tleatises extra
overhead in the network layer. A few routing modules suppabile base
stations, while others tolerate limited mobility.

Presence: The base station can be either continuously or partiallggared during
the routing process. In the latter case, the routing protoesst support the
temporary lack of a base station (e.g., the base stationiisted off for a
certain amount of time due to maintenance reasons), sincissang base
station cannot definitely mean a failure. Thus, the messsigesid not be
dropped or rerouted rather their delivery should be delayed

Sensor nodes In most sensor networks, sensor nodes are homogeneousetiny d
vices with constrained energy supply and computationaloipes. In addition,

we assume that all sensor nodes are stationary. The foljpeharacteristics of
sensor nodes may differ for some networks, and they can imfeu¢he protocol
operation.

Deployment: Sensor nodes can be deployed in either a deterministic ardmna
fashion. When nodes are deployed along a road-side, or in@st@tion,
the deployment is rather deterministic than random. Ingloases, the proto-
col should adapt to the fixed network topology. However, name routing
protocols proposed so far rely on the more general randofoyteent (e.g.,
nodes are scattered from a helicopter).

Addressing: The task of routing in sensor networks is to deliver the gqseto the
sensor nodes which have the requested data (in case of diingp-routing
protocols, see later), and to return the requested dateetguhbrier node.
Accordingly, we can distinguish the addressing method @frigs and re-
sponses:



» Query-addressingAll routing protocols which use query dissemina-
tion in the networks employ data-based (What is the averam@dra-
ture?), or location-based addressing (What is the avemgpdrature
in location (z,y)?). Here, the location can also be a virtual location
which means that they are calculated based on the contgdigph
of the network instead of exact geographic positions (@lfj.nodes
in the network can determine their distances measured ircbopts
from the same pre-defined landmark nodes. Then, these chstdor
each node constitute a vector that is further used to adtireswde.)

» Response-addressingd:he response is either returned on the reversed
path which the query traversed, or it is routed back puregetian lo-
cation information. In the former case, neighboring nodss locally
(or globally) unique identifiers to identify the neighbooirin which they
received the query, and which is further used to forward émpdyrto-
wards the destination.

3.2 Operational model

Communication pattern: A routing protocol can support the communication
from sensor nodes to sensor nodes, from base stations tor sedes, as
well as from sensor nodes to base stations.

» Node-to-NodeGenerally, there is no need for this kind of communica-
tion in sensor networks. However, in some special apptioativhere it
is needed, a few routing modules supports this patterniemaitively,
ad hoc network routing protocols can be employed.

* Node-to-Base stationThis pattern is usually supported in order to
route responses back to the base station. This is typicellgrse-
multicast (many-to-one), a.k.a. convergecast, which méaat every
sensor node is able to send a message to any base statioereltitle
multiple base stations or only one node is responsible fibreging and
transmitting the sensed data to the base station, thispate also be
unicast.

» Base station-to-Noder his is the pattern of routing requests originated
from the base station to sensor nodes. This is typically astyone-to-
many), which means that any sensor node which has the regueesta
can respond to the query. If some nodes are uniquely idahtifithe
network (by their IDs, locations, etc.), then multicast en-many)
and unicast (one-to-one) patterns can also be supporterbdde sta-
tion(s) must be capable of sending messages to any senses.nod
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Reporting model: The reporting model describaghatinitiates data reporting. In
this sense, we distinguish time-driven, query-driven, erght-driven proto-
cols.

» Time-driven:Employing a time-driven routing protocol, a sensor node
is triggered in specific moments, when it should perform itsagure-
ment task, and forwards the measurement to its next-hophineig
These activations can be periodic or one-shot in time. Shenibds
may cause more traffic in the network, and the quality of rauin
terms of energy efficiency becomes a crucial concern. Tinvetl
sensors may be pre-programmed, or the reporting schedyleonae
with explicit queries. Furthermore, a time-driven routimgtocol can
support in-network processing (like data aggregation)nterinediate
nodes.

» Query-driven: The task of a query-driven protocol is to route the
queries to the measurement area, and to route back the sespmn
this query. A query-driven routing protocol can also supmata ag-
gregation on intermediate forwarders.

» Event-driven: A sensor node sends a measurement towards the base
station only if a given event occurs (e.g., the temperataite below a
certain threshold). An event-driven routing protocol capport data
aggregation on intermediate nodes.

4 Routing objectives

Some sensor applications only require the successfulatglof messages between
a source and a destination. However, there are applicati@isneed even more
assurances. These are the real-time and dependabilitirewmunts of packet de-
livery.

Real-time delivery: The assurance of message delivery is indispensable for all
routing protocols. This means that the protocol should gbaiand the route
between the communicating nodes, if it really exists. Thisactness prop-
erty can be proven in a formal way, while the average-cadenmeance can
be evaluated by measuring the message delivery ratio.

Additionally, some real-time applications require that assage must be
delivered within a specified time, otherwise the messagerbes useless or
its information content is decreasing after a time bounceréfore, the main
objective of these modules is to control the network deldne dverage-case



performance is evaluated by measuring the message detatwywith time
constraints.

Dependable delivery: In general, dependability encompasses the following at-
tributes:availability, reliability, safety security andmaintainability.

Theoretically, in case of routing, availability means tkadiness for correct
routing service, where correct routing service is delidemnen the service
implements the routing function (i.e., it delivers the giyeackets from the
source to the destination). Availability is usually a measaf the delivery of
correct routing service with respect to the alternationasfect and incorrect
routing service. In general, all techniques which aim atimézing the net-
work lifetime and increasing the reliability of the routisgrvice belong to
this category. Maximization network lifetime is cruciak fihnose networks,
where the application must run on sensor nodes as long a®blgos3 he
protocols aiming this concern try to balance the energy wmpsion equally
among nodes considering their residual energy levels. Mexyvéhe metric
used to determine the network lifetime is also applicatiepahdent. Most
protocols assume that every node is equally important amduke the time
until the first node dies as a metric, or the average energsuroption of the
nodes as another metric. If nodes are not equally importaat the time
until the last or high-priority nodes die can be a reasonai#ric.

Reliability refers to the continuous delivery of the cotreguting service,
and it is a measure of the time until a routing failure occurbese tech-
nigues usually achieve reliability by increasing packdiveey ratio. Safety
is simply the absence of catastrophic consequences ohgpmtalfunction
on the user(s) and the environment, and it is a measure oiftleeuntil the
occurrence of a catastrophic routing failure. As routinfgisais usually con-
sidered to be as routing reliability with respect to catgshic failures, we
do not distinguish routing safety and reliability in the sel

Note that availability and reliability are strongly reldtattributes of rout-
ing dependability. All mechanisms that increase the réitsitof the routing
service usually also increase its availability. Howevieeré are some tech-
nigues which primarily intend to improve the availabilitftbe service, and
not its reliability. These include all mechanisms that ratié to maximize
the network lifetime. Clearly, the application of such teicfues does not
affect the continuity of successful packet delivery, buhea the time how
long the service can be eventually invoked.

Security refers to the ability to prevent or mitigate malics faults that are
deliberately caused by the adversary in the routing serditanechanisms
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that prevent an adversary to cause malicious faults in thdng service
belong to this group. These include all modules which attaimjncrease
reliability and can be successfully used against somelattdeor instance,
multipath routing, blacklisting, route reconfiguratiomppabilistic forward-
ing, link-reliability metrics, and using multiple base t&as can mitigate
malicious packet dropping, in case message authenticatmssumed.

Finally, maintainability refers to the ability to undergoute repairs, and
it is a measure of the time of the continuous delivery of inectr service.
Maintainability includes all techniques which helps thetiog service to
recover from faults.

5 Routing modules

This section details the identified routing modules. Talertains the routing ob-
jectives of each module, whereas Table 2 lists the maimatiegplementations of
each routing module. Note that a routing module can havepleitbtbjectives, and
a single work can propose specific implementations for pleltnodules. Finally,
in Table 3, we identified the network and operational modehete implementa-
tions.

5.1 Low-layer modules

Low-layer modules rely on the functionality of the dataklitayer to to achieve
better performance in terms of network delay and energywapson.

Cross-layer module: This module is strongly integrated with the data-link layer
(as part of a cross-layer design) and exploits the capahifittuning the
transmission power of the sensor devices [3], or identifiesbiest forward-
ing candidate during a MAC-layer handshaking (e.g., by me&distributed
contention [4]). Adjusting the transmission power, evengl@ can calculate
what energy level should be used to transmit a message toghboging
node. This energy level may be inversely proportional todbst assigned
to the neighboring node.

This module helps to achieve higher delivery ratio, whichansethat this
design can also increase the reliability of the routing iserv

Cooperative forwarding: Cooperative forwarding exploits the broadcast nature
of wireless communication to improve energy efficiency andket deliv-
ery ratio. Nodes buffer packets, and when enough informati@ave been



received to recover the original packet, a packet combipnegedure is ex-
ecuted. This packet combining technique, which can be basatetwork

coding, or error correcting codes, exploits the broadcasdiom and spa-
tial diversity of a multi-hop wireless network by using patk overheard at
any node. For example, in [5], nodes combine corrupted padki® correct

packets. This protocol allows one node to receive two or rooreupted ver-

sions of a packet from its upstream nodes through overtgaaird then re-
covers the original packet by combining the corrected vessbf the packet
into the original one. Cooperative forwarding has been shtwincrease
the delivery ratio [5]. Cooperative forwarding is usualtyongly integrated

with the data-link layer, and it should disregard the mugqdarts of a packet
from packet combining (i.e., these parts are modified at éaph). Thus, a
minimal interaction with the routing protocol is also nedde detect such
packet parts.

Cluster-based (opportunistic) forwarding: Cluster-based forwarding also ex-
ploits the broadcast nature of wireless communication frave energy ef-
ficiency. These techniques can be used in conjunction wighr@uting pro-
tocol to achieve better energy-efficiency by reducing resmaissions. The
idea is that each node forms a cluster such that any node inetktehop’s
cluster can take forwarding responsibility. This is matieh by the fact
that link quality shows significant variability especially wireless sensor
networks, which would normally require several number tfaresmissions
from the MAC layer in order to successfully deliver a pacKato subgroups
can be further distinguished.

In the first subgroup, two mechanisms are proposed to dimthis number
of retransmissions [6, 7]. The first is to use “helper nodesiich reduces
the number of retransmissions by adaptively migrating eaéérwarding

tasks from weak links to strong links. This means that, abtef retransmit-
ting a packet, the sender “delegates” the retransmissi@m totermediate
node which has a better quality link to the intended receivet, opposed to
the receiver, has already received the packet by the firstrirgssion. Sec-
ond, CBF takes advantage of the occasionally successhdrtriasions over
long (and likely lossy) links. In particular, if a (distantpde receives the
packet which is closer to the final destination, then the seddes not need
to retransmit the packet, because this distant node carafdrithe packet
towards the destination. The module proposed in [6] liesbeh the data-
link and networking layer and it can be used in conjunctiothwainy routing

protocols.
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Those techniques belong to the second subgroup which disomeover-
hearing, and mainly used to implement reliable broadcastopols. The
first time a node hears a broadcast it retransmits the padkenditionally,
as in a normal flood. As additional neighbors transmit theespacket, the
node listens and overhears which neighbors have propat@ditoadcast.
If each node is aware of its one-hop neighborhood, it detegmihe number
of neighbors that are guaranteed to have seen a packet. \Wisenuim-
ber falls below a predetermined threshold, a node will ageiransmit the
broadcast packet. This threshold is tuned according tdbeidpood density,
as higher density neighborhoods require lower threshalti®er neighbors
are likely to broadcast as part of the same flood. The pratdmelonging to
this subgroup (e.g., [8] [9]) can be used with any routinggeols that rely
on global broadcast communication.

5.2 Cost calculation modules

These modules are responsible for the computation of théngpaost which is
used to select the next-hop forwarder (or route) towardsléséination.

Energy-based cost: The routing cost, which is assigned to next-hop forwarders
or routes, can incorporate energy-based metrics in ordatolong network
lifetime. These metrics include the residual energy of Inleigs to avoid
their fast depletion, or the average power level needednd aepacket in
order to minimize the energy costs. For instance, in [1@,&hergy cost of
a forwarding candidate is calculated &fs- R”, wheree is the energy used
to transmit and receive on the link, is the residual energy of the candidate,
anda, § are tunable weighting factors.

Energy-based metrics have a strong relation to link rditgtihiased metrics.

In particular, several experimental studies on wirelesk@dand sensor net-
works [11, 12] have shown that wireless links can be highlseliable and
exhibit high packet drops. This results in drastic reductbdelivery rate or
increased energy wastage if retransmissions are empldyeatefore, com-
bining the expected number of transmission into routingscfds3, 3] results

in lower decreased energy costs and higher delivery ratangance, modi-
fying the above energy metric accordinghcan be calculated &d5(p)- R(p)

[3], where E(p) is the energy level consumed for transmitting a packet at
power levelp, while R(p) is the expected number of transmissions before
the sender successfully delivers a packet to the candidatg power level

p-
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Distance-based cost:Each node has a position which is used to calculate the dis-
tance between any pair of nodes in the network. This disteneither cal-
culated based on the network’s connectivity graph and nmedsoy hop-
counts, or it is the Euclidean distance of nhodes computed fleeir geo-
graphic positions. In the former case, if a node has a sirgpedinate (i.e.,
the number of hops between the source and the destinatioadiditional
unique network identifier of the destination is needed t@sssfully deliver
packets. This metric is employed by the basic version of reéveuting
protocols such as INSENS [14]. In addition, these protouslsally require
the discovery of the destination before data forwardingcWwhiesults in ad-
ditional costs. In the latter case, each node is aware ofaits geographic
position, which is used to implement geographic routinger€fore, unique
network identifiers are not needed, as positions are unambgly assigned
to nodes which also eliminates the discovery of the de#bindh case its
position is a priori known. Alternatively, a node can caétalits (virtual)
position by measuring its hop-count distance from seveedefined land-
mark nodes, and using a similar routing technique like inggaghic rout-
ing, this virtual position is further used to route data pEskiowards the
destination. Geographic and virtual position based rguitinalso called as
location-based routing protocols.

The advantage of location-based forwarding is that it isadda (e.g., there
is no path setup and recovery latency), it is suitable foh ledtical aperiodic
and periodic packets, and the per-packet path discovenjtseas self adap-
tation to network dynamics. In addition, it seems to be mofrist against
different routing attacks due to its stateless nature (rpoeeisely, routing
states consist of the locations of neighboring nodes). ®other hand, each
node must be aware of its own position which may require exaraware
components (like GPS), or the extra communication of locatioordinates.
Moreover, due to its stateless nature, each data packetsartensive rout-
ing information (i.e., node coordinates) which furthergases communica-
tion overhead.

Geographic positions can be pre-programmed before nodeytegnt or
retrieved using external GPS [15, 16, 17, 18, 19, 20, 21, 423224, 25,
3, 26, 27, 28, 29, 30]. By contrast, virtual positions areaot#d by using
only connectivity information, and thus, there is no need@®S-capable
devices. The drawback of these solutions is that a positiatescribed by
a location vector which typically have more than 2 or 3 cooatés (e.g., in
case of BVR [31] this is around 10 in order to ensure acceptdélivery ra-
tio) which causes extra communication costs as each dakatpacist carry
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at least the location of the destination [31, 32, 33, 34, 8533, 38].

Content-based cost:Most sensor applications are data-centric, which means tha

it is more importanivhatdata is asked for rather thavhothe originator is.

In particular, using content-based forwarding, a queryddressed by the
data itself (like what the average temperature is or whetiere is an alarm
situation) and not with the a sensor’s address. The bagerstaibscribes
to interested events by sending queries which specifiesntbeested data
(this also can be a complex query), and a sensor node whichesatve

the query sends a response back to the base station. In thkesiroase, a
guery floods the entire network, but next-hops can be seldsteising more
sophisticated information theoretic metrics.

Link reliability based cost: The routing cost can incorporate some link-

Time-

reliability metric. For instance, this can be a slightly rfiedl version of
the expected number of transmissions (ETX) which consiftevgard and
backward reliability to identify high throughput paths [11Such a metric
allows the routing protocol to consider cumulative linkiabllity over paths,
and find the most reliable end-to-end path. As link delivaitg changes over
time due to environment or transient traffic charactegséiod link statistics
needs to be reasonably responsive to these changes, thatasti of link
quality is required [11]. There are active or passive teghes to collect
link statistics. Active techniques rely on periodic broasks containing link
statistics about each neighbor. This can incur higher obntessage over-
head if link reliability changes frequently. Passive prapinvolves piggy-
backing link statistics to the outgoing data packets.

based cost: This category includes all metrics which incorporate thappr
agation delay of routing messages and are used to selech avpath sat-
isfies certain real-time conditions. In [39], the propagmatielay of control
messages are taken as a selection criteria, and thus nitpastéo select the
quickest path between the source and destination. In [24gtaork wide
speed of packet delivery for real-time guarantee is ensiadicularly, each
node maintains the average delay to each neighbor and usés #dvaluate
the packet progress speed of each neighbor node and foravgatsket to a
node whose progress speed is higher than a pre-specifiedbonad speed

t. If each node can find a neighbor that can progress a packetvgpeed
higher thar, ¢ can be guaranteed in the whole network. A similar approach
is employed in [3], where each data packet carries a timagsthat is used

to calculate the required speedaf the packet at each hop. Those neighbors
are considered as potential forwarders, which can provigleeh reception
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speed tham. The delay on each link is estimated as the function of thestra
mission time of the packet, the contention delay (the timexled to acquire
the channel), and the expected number of transmissionsebtife sender
successfully delivers the packet.

Maintenance based cost:In case some nodes become out of order (e.g., they run
out of their energy supply), they are needed to be repairedptaced. The
frequency and the cost of these maintenance activitiedyhigfiuence the
time needed to recover the routing service, and eventualynaintainability
of the routing service.

The frequency and the cost of maintenance operations insoséeld is
essentially dependent on the way nodes are depleted. Asgquibtocols
mainly influence the energy consumption of sensor nodeg,dhi help to
create a favorable depletion profile which considers maamee efficiency.
For example, if some nodes are deployed on the top of soms, tndele
others are not, the maintenance cost of the nodes on thedredikely to
be considerably higher. Thus, a maintenance cost awarmgoptotocol
should carefully use these nodes to forward data.

Note that this metric, which is first proposed in [40], can benbined with
most routing protocols by simply incorporating the maitere cost into
the routing cost metric.

If a node stores only negligible amount of routing inforroatlike the positions
of neighbors or its own routing cost, the modulestateless Otherwise, when
a node may need more extensive processing or storage resptiie module is
stateful Note that most routing protocols combines multiple metiito a single
routing cost. For instance, in [27, 20, 4, 21], the geograplistance is combined
with link reliability based and energy-based metrics, whil [3], a time-based
metric is also included.

5.3 Route selection modules

These modules are responsible for the selection of a rowtrdis the destination.

Probabilistic selection: The next forwarder is selected probabilistically, where
higher probability is assigned to low-cost routes or fortegis. For instance,
in [10], the forwarding probability between nodésind j is calculated as
Pij = % in a decentralized manner, whefg; is the cost between
nodesi andj, andk is the index ofi’s neighbors.
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Probabilistic forwarding aids load-balancing, achieveste diversity, and
thus, increases routing reliability.

Hierarchical selection: Employing hierarchical routing protocols, a hierarchy
level is assigned to each node, and a node only forwards thessages
that are originated from a lower-level node. This also haipsetwork pro-
cessing, as a node can aggregate incoming data before fiingahat to
upper-layer nodes. The base station resides on the top bfdherchy. The
hierarchy construction can be dynamic or static. Using tyinaconstruc-
tion, the role of the cluster head (CH) is rotated, and allesodelonging to
the same cluster will forward all data to their elected CHe @m of forming
this hierarchy is to prolong the network lifetime and to E&se reliability.

Late selection (broadcast-based forwarding):Each node blindly rebroadcasts
all received data packets, and each receiver decides whiheeceived
packet should be rebroadcast or not. The decision can b basa who
sends the message, who the originator is, who it is destinext tvhat state it
has (e.g., accumulated routing cost). Therefore, bro&desed forwarding
is simply the passing of routing decisions to the next-hdfiss technique
may increase the robustness of delivery, as all neighbaeivies the data
packet and can easily take over the forwarding resportsiloifineighboring
nodes. On the other hand, it can have significant commuaitatid storage
overhead.

Centralized selection: Each sensor node selects the next-hop towards the desti-
nation either by itself using locally available routinganfnation exclusively
in a decentralizedmanner, or every node sends its neighbor list (and the
corresponding routing information) to the base stationclvltihen computes
the next-hop forwarders for all nodes in the network geatralizedmanner.
Although centralized computation gives optimal solutibmay yield heavy
network communication and it is not scalable.

Route selection towards multiple base stationsin order to improve the robust-
ness of data collection, multiple base stations (or draimsy be employed.
The aim of using multiple base stations is two-fold. Firfthe size of a
sensor network grows, the paths between the base statiosemsdrs be-
come longer. Thus, the energy consumed by each node to ratsta@adthe
base station will increase, thereby reducing the lifetirhéhe nodes. The
energy consumed in forwarding the data may be reduced ifipleuilbase
stations are employed. This can be implemented by requéaudy node to
route data towards either a single base station, or to niltipse stations
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using multi-path routing. Second, in order to be resilienamy single base
stations failures, every sensor is required to route datartts two or more

distinct base stations. Therefore, employing multipleeb&tations increases
the reliability of the routing service.

Multi-path selection: Multipath routing, which encompasses delivering of data

packets on multiple paths towards the destination, is a comtachnique
to achieve robustness and load-balancing. The multiplesplagtween the
source and the destination can be partially or completedjpidit and they
are maintained at the expense of increased energy consumapid traffic
generation. Apart from load-balancing and robustnessagaode failures,
multi-path routing also inherently provides some defergairest malicious
packet dropping; in order to prevent a packet to reach the biaion, the
adversary must control a node on each used path to drop tketpadulti-

path techniques used in sensor networks can be dividedhrge groups:

» The source makes multiple copies of a packet, and routss ttapies
on different paths in order to increase robustness [41] [fBése paths
can be calculated in advance and maintained proactivelyehylisg
data packets at a low ratmly on these paths [42]. Alternatively, if
the sources have data to send, they floodwhele network with data
packets at a low rate, and the destination selects the baktyqoaths
according to some network metric [41]. In [42], two furthecélized
methods were proposed to build multiple disjoint paths araided
(partly disjoint) multiple paths.

» The source routes the single copy of each packet on ditf@@ghs per
packet, where the paths are selected in a probabilistic terrdais-
tic fashion in order to aid load-balancing, and thus proloetwork-
lifetime. In this category, centralized [43] (the paths asdculated
by the base station) and decentralized approaches [1@}u(atibn is
done by each node independently from each other) can befuiit-
tinguished.

» The source splits the original data packet into fragmeadsls some
redundancy to each fragment, and then sends each fragmentaf
the n available paths. As it was studied in [44], if some forward er
ror correcting code is applied that correét$k < n) errors, then the
method is a kind of trade-off between amount of traffic andhbél
ity: even if some of the fragments were lost, the original sage can
still be reconstructed due to the added redundancy to eagmént
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(i.e., only k fragments are needed at the destination to reconstruct the
original message).

Finally, we note that if nodes use omnidirectional antenfias, a single
wireless transmission by a node can be received by every wigta its

transmission range) multi-path routing can reduce enesggumption (i.e.,
the availability of the routing service) in one-to-one coomitation over
unreliable links [45].

Route reconfiguration: Some routing protocols forward data along a pre-
established single path to save energy, and a high deliatiy is achieved
by path repair whenever a break is detected. There are twoaparoaches.
One is that if a path break (failure) is detected, a notifizais sent to the
source node, which is responsible for finding an alterngiath and resend-
ing the data packet (like in AODV [46]). This source-inigdtapproach can
be expensive, if a failure occurs many hops away from thecgonode. Al-
ternatively, nodes can perform path repairing locally. éJ¢ne node having
the broken link is responsible for searching alternatihgeand data is for-
warded along one of these path. Although the selected atteenpath may
not be optimal from the view of the source node, the energyiserved
by preventing potential network floods and avoiding longtatice failure
notification.

Although some routing protocols incorporate route recaméigon, there
have been proposed some localized methods (e.qg., [47] &} [#hich
act as separate modules, and can be used in conjunction amith uting
protocols.

5.4 Security modules

These modules primarily intends to detect, and prevent tgateé malicious faults
that are caused by the adversary. Although attacks againghg can be very
subtle, all of them are built upon the malicious modificatiwrropping of existing
packets, reordering of packet sequences, and the injeatiextra packets.

Blacklisting: Blacklisting is used to eliminate either unreliable andsiosinks
from the set of links used for data forwarding [49, 50, 13]misbehaving
nodes which do not follow the routing protocol (e.qg., theylioiausly drop,
modify packets, or inject extra ones) [21].

When links are blacklisted, all nodes collect statisticewdldelivery rates
with their neighbors, and only the links with reliabilitydiier than a black-
listing threshold are made available for sending and réugimessages. For
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instance, it can be implemented in a way that each packeesarblacklist,
a minimal set of degraded-quality links encountered aldsigpath, and the
next hop is determined based on both its destination andldacAlterna-
tively, following a decentralized approach, each nodellpddentifies links
to be blacklisted (e.g., based on some link reliability meetescribed above)
and drops incoming and outgoing packets on each link thatérchines to
have reliability below the specified blacklisting thregholBlacklisting of
misbehaving nodes is usually based on overhearing. Ircpéatj each node
continuously monitors its neighbors and checks whether fidehfully for-
ward messages.

Authentication: To protect against malicious manipulations of routing ragss,
one can employ different cryptographic primitives. Rogtjrotocols can
guarantee source and hop-by-hop authentication for mutiessages. In
the former case, the origin of the message is verified at egelniediate
hop and/or at the destination, while in the latter case eaghdan verify
the authenticity of the immediate sender (i.e., the previoop). We further
distinguish the authentication of broadcast (and multjcasd unicast data.

Broadcast authenticationAs many routing protocols rely on flooding or
broadcasting routing information, authentication of hicast data sent by
the base station (or rarely by sensor nodes) is a fundamiesta. There
exist multiple technigques to achieve broadcast authditita These in-
clude digital signature-based approaches [51] which avellysbased on
the optimized implementation of traditional signatureesoles (like ECDSA
[52, 53]), multiple message authentication based appesaf@#, 55] where
the origin(s) attach multiple MACs to a message from whiaheare verifi-
able by a receiver, TESLA-based approaches [56, 57] whielsysimetric-
key based cryptography exclusively but assume looselysgnized clocks,
and perturbation-based approaches [58] which employ fiiation polyno-
mial based techniques.

Unicast authentication: The authentication of unicast data is ensured by
applying conventional message authentication codes (NA@Emized for
resource-constrained sensor motes [56]. Their implertientaare usually
provided in the data-link layer [59, 60]. A more complex stieeusing
location-aware keys and MACs is proposed in [61] to providd-w-end
data authentication.

Encryption: Routing protocols can employ encryption to ensure confidkyt
In the topology discovery phase, it is used to conceal tapoloformation
like in [14]. In the data forwarding phase, it ensures thatrtitessage content
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can only be recovered by the intended receivers [61]. Silyita unicast
authentication, the implementation of required cryptpbia primitives are
usually already provided in the link layer [60, 59]. In thea&rwarding
phase, it simply prevents intermediate nodes to eavesarappackets [62].
A multicast encryption scheme, which supports various icagt group se-
mantics, is proposed in [63].
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Table 1: Routing modules and their objectives.




Tc

Module | Protocols
— | Cross-layer module MACRO [20], SIGF [21], CCMR [4]
% Cooperative forwarding SPaC [5]
— | Cluster-based forwarding CBF [6], RBP [8], DRB [9], AsOR [7]
S | Energy-based costs MACRO [20], SIGF [21], DAMER [45], CCMR [4], Energy Awarg
a Routing [10], GBR [64], TEEN [65], APTEEN [66], PEGASIS [§7
3 GEAR [22], MECN [23], TTDD [68], SAR (DAM) [69], HPAR [70],
S RPAR [3]
‘g’ Distance-based costs GOAFR [15], GPSR [16], GEDIR [17], GPSVR [18], GDSTR [19
O MACRO [20], SIGF [21], CCMR [4], GEAR [22], BVR [31], GLIDER
[32], MAP [33], VPCR [34], MECN [23], SPEED [24], MMSPEEL
[25], VCap [35], ABVCap [36], GFG [26], Hop ID [37], NADV [27]
LCLR [28], CLDP [29], ProgressFace [30], VirtualFace [38PAR
[3], EFS [13]
Content-based costs Directed Diffusion [41], GBR [64], IDSQ/CADR [71], Securd)72]
Link-reliability based costs MT [11], DAMER [45], CCMR [4], NADV [27], EFS [13]
Time-based costs TinyLUNAR [39], Secure-TinyLUNAR [73], SPEED [24], MMSPHE
[25], RPAR [3]
Maintenance-based costs MER [40]
- | Probabilistic selection ARRIVE [74], SIGF [21], Rumor Routing [75], Energy Aware Ring
8 [10], ACQUIRE [76], MM-SPEED [25]
@ | Hierarchical selection TEEN [65], APTEEN [66], PEGASIS [67], MECN [23], TTDD [68]
g SAR (DAM) [69], HPAR [70]
£ | Late selection MCFA [77]
& [Centralized selection HPAR [70], INSENS [14]
Route selection towards multiple BSNSENS [14], Colored Tree [78], TTDD [68]
Multipath selection ARRIVE [74], INSENS [14], Colored Tree [78], SIGF [21], SeelDD
[72], Energy Aware Routing [10], Directed Diffusion [41],BR [64],
MMSPEED [25]
Route reconfiguration MT [11], Secure DD [72], Directed Diffusion [41], GBR [64], ECN
[23], TTDD [68], SPEED [24]
< | Blacklisting ARRIVE [74], SIGF [21], EFS [13]
& | Authentication INSENS [14], SIGF [21], Secure DD [72], Secure-TinyLUNAR3[7
Encryption INSENS [14], SIGF [21]

h

Table 2:

Modules and their implementations.
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Network model Operational model
Base station Sensor nodes Communcation pattern Reporting model
Protocol Addressing
Num. | Mobility Presence | Deployment N2N N2BS BS2N Time Query Event
Query | Response
Rumor Routing [75] One Fixed * Random Data ID X Rev.M. Anycast X Non-agg. *
MCFA [77] One Fixed * * X X X Rev.M. X * X *
Energy Aware Routing [10] More Fixed * * Data ID X Rev.M. Anycast * * X
Directed Diffusion [41] More | Limited | Continuous * Data ID X Rev.M. Anycast * * X
GBR [64] More | Limited | Continuous * Data ID X Rev.M. Anycast * * X
TEEN [65] One Fixed Continuous Random Data ID X Rev.M. Anycast X * *
APTEEN [66] One Fixed Continuous Random Data ID X Rev.M. Anycast * * *
PEGASIS [67] One Fixed Continuous Random Data ID, Location | x Unicast Anycast * * X
ACQUIRE [76] More | Limited | Continuous * Data ID X Rev.M. Anycast X Non-agg. X
IDSQ/CADR [71] More Fixed * * Data ID, Location | x Rev.M. Anycast X * X
Geographic Routing [15| More | Mobile * * Location Location Unicast Unicast Unicast Non-agg. | Non-agg.| Non-agg.
16, 17, 18, 19, 26]
GEAR [22] More | Limited * * Location Location Unicast Rev.M., Anycast | Non-agg.| Non-agg.| Non-agg.
Unicast
MECN [23] One Fixed * * X Location X Rev.M. Anycast * X *
TTDD [68] More | Mobile * * Location Location X Rev.M. Anycast | Non-agg.| Non-agg. X
SAR (DAM) [69] More | Limited * * X ID X Rev.M. Anycast X X *
HPAR [70] One Fixed * * * * X Rev.M. * * * *
SPEED [24] More Fixed Continuous * Location Location * * * Non-agg. | Non-agg.| Non-agg.
TinyOS Beaconing [79] One Fixed * * X ID X Rev.M. X * X *
TinyLUNAR [39] More | Mobile * * * ID * * * Non-agg. | Non-agg.| Non-agg.
Secure-TinyLUNAR [73] More | Mobile * * * ID * * * Non-agg. | Non-agg.| Non-agg.
Virtual Geographic Routing More | Limited * * Location Location Unicast Unicast Unicast Non-agg. | Non-agg.| Non-agg.
[31, 32, 33, 34, 35, 36, 37]
INSENS [14] One Fixed * * * ID * * * * * *
Secure DD [72] More | Limited | Continuous * Data ID X Rev.M. Anycast * * X
ARRIVE [74] One Fixed * * X ID X Rev.M. X * X *
MT [11] One Fixed * * X ID X Rev.M. X * X *
SIGF [21] More | Mobile * * Location Location Unicast Unicast Unicast Non-agg.| Non-agg.| Non-agg.
Colored Tree [78] More Fixed * * X ID X Rev.M. Anycast * X *
MACRO [20] More | Mobile * * Location Location Unicast Unicast Unicast Non-agg. | Non-agg.| Non-agg.
DAMER [45] One Fixed * * * ID * * * * * *
CCMR [4] More | Limited * * Location Location Unicast Rev.M., Anycast | Non-agg.| Non-agg.| Non-agg.
Unicast
RPAR [3] More Fixed Continuous * Location Location * * * Non-agg. | Non-agg.| Non-agg.

Table 3: The operational and network model of each moduléementation. %’ denotes that a feature is not supported at
all by an implementation, while ** means that all values deature are supported.



6 Summary

Existing surveys on sensor network routing hardly suppaidevelopment of sen-
sor network applications due to their rough operationalretd/ork models. More-
over, they tend to neglect dependability concerns as wed@sng modules which

function only as a part of a routing protocol. In this work, pposed a mod-
ular approach to design routing protocols for sensor ndtvapplications, where
a routing protocol is a combination of different routing nutes and each module
has some routing objectives. Following this approach, taammsteps of designing
a routing protocol are as follows: (1) identification of tleuting objectives, (2)

selection of routing modules based on the identified ohjestsuch that a mod-
ule from each core component must be selected (Table 1)l€Bjification of the

network and operational model of the application, (4) saacof specific module

implementations based on the identified network and operatimodel (Tables 2
and 3), (5) integration of selected implementations.
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