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Abstract

Although a multitude of routing protocols exist for wiredesensor networks devel-
oped for various application domairsgcuresensor network routing protocols do not
exhibit such variety. In addition, those few sensor networkting protocols that were
developed with security in mind still lack a formal proof bkir security properties. In
order to remedy this situation, in this paper, we proposevalngecure routing proto-
col, called Secure-TinyLUNAR, for wireless sensor netvgprand we formally prove
its security. In our model, security is defined in terms of toerectness of the rout-
ing table entries of the honest nodes. Besides its provaiolgrisy, another advantage
of Secure-TinyLUNAR is that, similar to TinyLUNAR, it useabel-switching routing,
which results in reduced addressing overhead during datepforwarding.

1 Introduction

Wireless sensor networks are composed of a large numbesadinge constrained sensor
nodes and possibly a few more powerful nodes called basergtatSensor nodes usually
communicate with their local neighborhood via low-powerelgss links, and are capable to
sense their immediate surroundings. This sensed dataitaliypsent to the base station or
other sensor nodes in a multi-hop manner by using some oftifiéunde of routing protocols
specifically proposed for these networks [3].

Many applications require sensor networks to operate itile@nvironments. Security
thus becomes a critical issue for network protocols as weadk. instance, by attacking the
routing protocol, an adversary can easily degrade the pedioce of the network; the illegal
manipulation of some routing messages can cause shorntevnkdifetime, degraded packet
delivery ratio, or increased network detay

LIn this work, we consider the security of route (topologygativery phase of routing protocols.



Although there are some secure sensor network routing g@ulstan the literature, these
are only applicable to specific sensor applications. Mogeaweir security has been ana-
lyzed only by informal reasoning, which is an error-prondimoéd. On the other hand, con-
sidering the variety of sensor applications, it is alsorcthat it is not possible to propose a
unique secure routing protocol that fits for all applicati$®]. An alternative solution could
be to apply some secure ad hoc network routing protocol 88¢[[L8] [10]. However, these
protocols are not primarily designed for low-powered semsmles, and the applied cryp-
tographic primitives can result in extensive communigatjgrocessing and memory costs.
Therefore, in this work, we design a novel secure routindqual for wireless sensor net-
works, called Secure-TinyLUNAR, which takes into consatem the resource constraints
of the wireless sensor nodes and uses Message Authemi€dtes (MAC) exclusively in
the route discovery phase.

Secure-TinyLUNAR is the secure variant of TinyLUNAR [14] igh is a reactive routing
protocol proposed for wireless sensor networks. Usingaheltswitching routing paradigm,
TinyLUNAR has only one byte addressing overhead per paokée data forwarding phase,
which, considering the high communication costs in wirglesvironment, makes it an effi-
cient routing scheme. Although TinyLUNAR has a slightly ager RAM consumption than
other reactive routing protocols like tinyAODV [15], it useonsiderably less ROM. These
advantageous properties become even more important if keeinéo account that Secure-
TinyLUNAR uses some cryptographic primitives that alsosiane a significant amount of
memory. Moreover, we will show that due to the label-swibhchmechanism intermediate
nodes do not need to check the authenticity of the messagim dhiat can save precious
energy.

We use a formal framework proposed in [27] [29] to analyze dbeurity of Secure-
TinyLUNAR. This framework considers those attacks that sarmorrupt the routing entries
of the nodes creating incorrect routing state. This alsold®sn successfully used so far
to analyze the security of several multi-hop routing protedike Ariadne [28], endairA
[28], SRP [28], ARAN [26], SAODV [26] or INSENS [29]. We furdr demonstrate the
strength of this framework by showing that Secure-TinyLUR also provably secure. In
particular, we first adapt this model to secure label-swiiginouting, and prove that Secure-
TinyLUNAR is indeed secure in that model.

The organization of this paper is as follows. In Section 3,briefly present TinyLU-
NAR and show some simple impersonation attacks aiming taupbthe routing tables of
honest nodes. Then, in Section 4, we develop Secure-TinARIWhich uses MACs to
provide defense against the aforementioned attacks. IseStibn 4.2, we first describe
the security model of secure label-switching, and then,ubsg&ction 4.2.3, we prove that
Secure-TinyLUNAR is secure in that model. Finally, in Sentb, we conclude our work
and discuss future plans.

2 Related work

TinyLUNAR is a reactive routing protocol for wireless sens@tworks that is proposed
in [14]. The main design objective of TinyLUNAR was to supporultiple communica-
tion patterns for both data-centric and address-centnengonications, where functional
universality is gained at the expense of increased contgleknyLUNAR is based on LU-
NAR (Lightweight Underlay Ad hoc Routing) which is an ad hastwork routing protocol
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[20] employing the label switching (or virtual circuit) rong paradigm. By adopting this
paradigm, the authors showed that it is feasible to implaérfgryLUNAR under TinyOS
2.x using only one byte field of the IEEE 802.15.4 MAC headépgr packet for making
packet forwarding decisions during the data forwardingseghal his makes TinyLUNAR a
more effective routing protocol than e.g., tinyAODV (whicthe adaptation of AODV [15]
to wireless sensor networks) in such networks where no@estationary or show moderate
mobility.

Many secure routing protocols have been proposed for veseld hoc networks [9], from
which ARAN [18] is the most related to Secure-TinyLUNAR. $i@n to ARAN, Secure-
TinyLUNAR also uses time as the default routing metric. Hegre compared to ARAN
that uses two signatures per routing messages, SecureWAR considers the specifics
of sensor nodes and employs only MACs, where an intermediade performs only two
MAC generations. In addition, MACs have a shorter size asslé®@mputation overhead than
signatures. Besides that, Secure-TinyLUNAR is also prijvadcure in a similar simulation-
based model like ARAN.

There have been proposed some secure routing protocolsreless sensor networks
[21] [6]. In [6], the authors propose an intrusion toleramiting protocol, called INSENS,
for wireless sensor networks. INSENS is a centralized $tdte routing protocol, where
each node sends its local neighborhood information to the btation, which then computes
the forwarding table of each node. Similar to Secure-TinlAR, INSENS is also provably
secure in a simulation-based model adapted to securetitdi®uting. However, INSENS
is not scalable to large-scale networks due to its ceng@dlimture, and the base station is a
single point of failure.

In [21], a family of configurable and secure routing protacisl proposed for wireless
sensor networks called SIGF. The authors did not providenadbsecurity analysis of SIGF,
but they evaluated the performance of SIGF in various enwirents containing malicious
nodes. As SIGF consists of position based routing protoddksintended for those sensor
networks where each node is capable to obtain its geogrgasition. This assumption
holds only for a few sensor applications due to its high irtlicost in terms of additional
hardware needed in the sensor nodes.

In [12], the authors informally analyze the security of soexésting sensor network
routing protocols. In that paper, routing security is dedimaplicitly as resistance to some
specific attacks, and the proposed countermeasures arestathd to these attacks.

Our formal model that we use to analyze the security of SetumgL UNAR is described
in [2] [28]. In those papers, a formal model is proposed basethe simulation paradigm
[13] to analyze the security of wireless ad hoc and sensarar&trouting protocols.

3 Security of TinyLUNAR

In this section, we first give a brief overview of the operatal TinyLUNAR. One can read
a more detailed description in [14]. Then, we show simplackid against TinyLUNAR,
whereby we motivate the development of Secure-TinyLUNAR.



3.1 Operation of TinyLUNAR

Route Request: A source node initiates the route discovery to destinatibrby flooding
the network with a route request message:

S — % : (RREQ, rnd, S, D, addrsg, labels ) (Msg-1)

wherernd is a randomly generated requestiighels ¢ is the incoming label of towardss,
andaddr s is the locally unique network address (e.g., MAC address). of fact, labels ¢

Is a memory address inside the routing tablé @ind contains an application identifier which
originally initiated the route discovery process.

A node J receiving this broadcast message checks whether it hasrbeened the re-
quest earlier based ond, S, andD. If so, J silently drops the request. Otherwiskstores
the quadrupléd addrg, label's ¢, rd, lifetime) in its routing table, wheréfetime is set to a
predefined valuéaxLifetime and addrs is the local network address of the neighboring
node from which the request is received. The valuéfefime is periodically decremented
when the routing table entry is not used. If it reaches theevalf zero, then the entry is
purged from the routing table. At the same time, each timeetiiey is used, the value of
lifetime is reset taVlaxLifetime. Using this entry,/ can forward messages tb Afterwards,

J broadcasts the message as follows:

J — *: (RREQ7 rnd7 57 D7 addr]? label!;—uS)

whereaddr ; is the locally unique network address.bfandlabel’] 4 is the incoming label
of J towardssS. Essentially,label!}gs is the local memory address of the routing entry
where J stores the corresponding entry pointingddi.e., this entry contains the five-tuple
S, addrg, md, label® 4, andlifetime). A node receiving this request performs the same
operations thav did, and thus, it can forward messagessStthroughJ afterwards. Note
that nodes do not store the globally unique network id of tiettmop towardsS, as these
next hops are addressed by the locally unique network askelseshich is included in the
header of each sent message by default.

After the network is flooded, each node that received theasttuas an entry set towards
S. In this way, thebackward traffic flowis constructed which is defined by the set of all
routing entries created at intermediate nodes. This trliffw is associated witlb at the
endpointD.

Route Reply: When destinatiorD receives the first request message, for instance from
nodeZ, it creates a routing entry similar to all nodes who recethesequest. After thab
sends areply t®"

D — Z : (RREP, rnd, addrp, label9™ g, label's . ;) (Msg-2)

wherernd is the random identifier of the corresponding request oaitgid fromSs, labelgﬂs

is the incoming label ofZ towardsS (i.e., the outgoing label oD towardssS) received
in the request, andubel}_ ,, is the incoming label ofD. Here, label ., is a memory
address inside the routing tablelofand similar taS contains an application identifier which
originally initiated the route discovery process. NotettHais addressed by its incoming

label and its local network address, which is included inmtl@ssage header and not listed in
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the message content. Whgrreceives the reply, it first creates a routing entry set tdaax.

This entry containgddrp, rnd, andlabel'[)‘ﬂD, whereaddrp is the local network address of
the neighboring node from which the reply is received. Fraw,rZ can forward messages
to D. Then,Z looks up the entry addressed bzy)elg“_is in its memory (routing table), and

forwards the message to the node contained by this entryud assume that received the
corresponding request from nodefirst. Then,Z sends the following message &a

7 — K : (RREP, rnd, addr, label3*" o, label’y ;)

K performs the same steps thadid, and forwards the reply to the next node whose address
is retrieved from the entry at memory addréaslﬁzl?(‘is.

All subsequent nodes receiving the reply do the same opesathatZ did. In this way,
theforward traffic flowis constructed which is defined by the set of all routing estdreated
at intermediate nodes. This traffic flow is associated Wittt the endpoinD. Finally, from

the time whenS receives the reply, it can send data messagés to

Route Request optimization: Intermediate nodes receiving a control message can forward
messages between the source/destination nodes, but thegts®nd messages to them or
any other nodes using the same traffic flow. In order to creagparate traffic flow between

an intermediate node and an endpoint, the intermediate modé initiate a new route dis-
covery by sending a request message (Msg-1) towards themdplote that this request

do not need to be broadcast, as the existing traffic flow betvle= source/destination pair
can be used to forward the new request towards the intendgzbart. In order to indicate
the proper actions to be taken to the intermediate nodestyipe¢ of request is distinguished
from the ordinary request message by its message typefidemtithe packet header.

Data forwarding: Each node receiving a data packet can determine the nexthiopk:
ing up the routing entry addressed by the incoming labeienetd from the packet. Then,
the node can update the incoming label in the packet with titgoing label found in the
routing entry. Note that intermediate nodes between emtipSiand D do not need to be
aware of identitiess and D. All data packets sent betweéhand D contain the incoming
label of the next node on the route, and do not need to includbdr network addresses.
As labels have size of 1 byte, TinyLUNAR has only 1 byte adsires overhead per data
message which makes it an effective routing mechanism ielegs sensor networks where
nodes are stationary or show moderate mobility during thye@ration.

3.2 Attacks against TinyLUNAR

In this subsection, we gather the basic attacks againsbtite discovery process of TinyLU-
NAR. The main types of attacks include tunnelling, rushsglective forwarding of control
messages, replaying of control messages, Denial-of-8eattacks, the corruption of rout-
ing tables, and the disruption of neighbor discovery (ség f@r a more comprehensive
overview).

In this paper, we consider those attacks that aim to corngtduting entries of honest
nodes (i.e., the adversary causes honest nodes to haveertqouting entries). An incorrect
entry points to a node, which is not a neighbor, or points t@ighbor through which no



packet can be delivered to the intended destination. Inr@odgefend against the rest of the
attacks, one can use the corresponding countermeasutes [25

In the following, we argue that impersonation attacks canserrect routing entries in
TinyLUNAR. Thus, in Section 4, our first steps will be to dedeagainst these impersonation
attacks.

Source impersonation: The adversary can use any honest node identifier as the source
identifier of any request messages (Msg-1). For instan¢agure 1(a), if adversarial nodé
sends a forged request to noBewhere the request contaifsas the origin of the message,
then D sets an entry towardS with next-hop identifierl. However, a packet sent 6
cannot be delivered t6.

Destination impersonation: The adversary can generate reply messages in the name of
any honest nodes. For instance, let us assume in FigurehBt floods the network with

a request in order to discover a route towaktsThis request is also received by adversarial
nodeA. Thus, A can generate a reply message (Msg-2) in the nam@,offhich causes
incorrect entry at nodé, as this forged reply is likely to be received Bysooner than the
untampered reply coming frors\.

Neighbor impersonation: In Figure 1(c), we illustrate neighbor impersonation dtac
The adversarial nodes ark and A’. Assume that?/ can only be reached by and A’,
and the adversary is aware of all nodes’ identities and tbal laddresses of the nodes that
she can reach (i.e., local addresse#/ofS, B). FurthermoreS wishes to discover a path to
D. First, S floods the network with a request (Msg-1) which is receivecdtiyersarial node
A. A rebroadcasts the request faithfully. However, when theesponding reply (Msg-2)
comes back fronD, A rebroadcasts that in the nameréf(i.e., A usesH's identity and local
network address, which is catched &Y. Finally, receiving this forged reply believes that
D can be reached throudh. However, agf does not receive any replies, it will not forward
any messages towards

4 Secure-TinyLUNAR

In this section, we first describe the operation of Securg{TlUNAR. As a first step, we
prevent the impersonation attacks that are described iaestibn 3.2. Secure-TinyLUNAR
Is the secure variant of TinyLUNAR, where we use pairwise sage authentication codes
(MACs) to authenticate routing messages between immedeatghbors and also to ensure
source/destination authenticity. Finally, in Subsecdah 3, we show that this new protocol
is provably secure in a model which is adapted to secure-&bigthing from [29].

4.1 Operation of Secure-TinyLUNAR

We only discuss the main operational differences with resstmethe original (and insecure)
TinyLUNAR protocol. We assume that each pair of nodes shaganetric pairwise key
in the network. Any symmetric key pre-distribution scherpesposed for wireless sensor
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(a) Source impersonation attack. believes (b) Destination impersonation attack. Here,
that .S can be reached throudh, however, S falsely sets an entry toward3 throughT’,

there is no route betweéhandsS. but there is no route betwe@nandD.
PR T
s/ D
A B .

(c) Neighbor impersonation attack. H’
does not forward the reply coming fromto
H, but it does towards, thenS will believe
that D is reachable througH . However,H
does not have any entry towarfls

Figure 1. Impersonation attacks against TinyLUNAR. Dadivext denote the neighborhood
relations, whereas arrows denote the routing entries.

networks (see [30] for a good overview) can be employed hédditionally, it is also
assumed that each node is aware of its local (one-hop) nailgbbd.

Route request: Let us denote the identifier of a neighboring node of nddey N4, where
x can have a value between 1 and the number of the neighbortesraiA (e.g., if A has
neighbors/, T', P, then a potential notation ;' = J, N;' = T, Ny = P, andl < x < 3).
When a nodes wishes to send a message to destinafioit unicasts the following route
request message éachneighbor:
forall z, S — N2 : (RREQ,rnd, S, D, addrs, label g, MACs p, MACZ%S) (Msg-3)
wherernd, S, D, addrs, labels ¢ are the same as in the original TinyLUNAR protocol,
MACs p is the message authentication code generated by the elements of the mes-
sage excludingddrsg, andlabel'ggs using the pairwise key shared with After generating
MACs p, S generates previous-hop MAMAC@%S on all elements of the message using

the pairwise key shared with neighb®r’. Upon the reception of this broadcast message, a
neighboring node checks the authenticity of the message by veriffvC5';. In case itis
pru

successful, nodé removesMACj ; from the message, and unicasts the following message
to each neighbor except the node who sent the requeseolier (here, this i$):

for all z such thatV; # S,
J — N7 . (RREQ, rnd, S, D, addr, label”_ ¢, MACs, p, MAC?™, )

JNJ



WhereMAcgr;J is the previous-hop MAC generated on all elements of the aggsssing
the pairwise key shared betwedrand N’. Each neighbor of and all subsequent nodes
receiving a request follow the same steps thaid. Finally, D receives a request message,
let us assume, from nodefirst.

During the propagation of a request, it is assumed that eadk nan send the unicast
request message to its immediate neighbors in an atomicenéng., the sender does not
release the channel until all request messages are traedrtoteach neighbor), and each
neighboring node does not begin to forward the request atitieighbors of the sender
receives that.

Route reply: Upon the reception of the request message, destinddorerifies both
MACs p and MACY,. If the verifications are successful} creates the following reply
message and sends this directly to nade

D — Z : (RREP, md, addrp, label™" g, labely_. ,, MAC s, MACH",) (Msg-4)

wherernd is the request id received in the corresponding route réquessageMAC) ¢

is the message authentication code generated loy the elements of the above message
excluding addrp, label9™ g, and labels . ,, using the pairwise key shared with Then,

D generates previous-hop MARIACT, on all elements of the message. Receiving this
unicast message, first checks the authent|C|ty of the message by veriffit®Ch",. If this

is successful? replacesMACT ", with MACY ., and sends the message directly to néde

from which Z received the corresponding request message identifieedby
Z — K : (RREP, md, addr z, label3™ g, labelyy_, ,, MACpp s, MACY}, )

Here, MACY '} is the previous-hop MAC generated tfon the elements of the message

including addr z, label™ ¢, andlabel’y ;. Following the same rules, all intermediate nodes
perform the same steps thatdid. Finally, the reply reaches the sourgewhich then, after
verifying the previous-hop MAC anfMAC, s in the reply message, can use the established
route for data forwarding.

4.1.1 Computation and communication overhead

Comparing to TinyLUNAR, Secure-TinyLUNAR requires the denof a request message
(Msg-3) to perform two MAC generations. Furthermore, eaoldenreceiving a request
(Msg-3) must verify and generate one MAC. If we use a CBC-MA®struction with a
common block cipher like Skipjack for MAC computation asposed in [11], a MAC has

a size of 64 bits. Therefore, therelis extra bytes in each request (Msg-3) and reply packet
(Msg-4). Note that this overhead is not constant at each mdipei request phase, as a node,
compared to TinyLUNAR, does not broadcast request messagfesr it unicasts that to
each neighboring node. The reason of this unusual desigatisitrequest (Msg-3) contains
a pairwise MAC computed with the pairwise key shared betwkersender and a particular
neighbor, which is apparently not verifiable by other nemisb If a node broadcast this re-
quest, a single broadcast message would be too long. As tketmaze under TinyOS 2.x is
suggested to be around 36 bytes [1] and the number of neigloban ordinary sensor node
is generally not fixed, most request messages would be fratgioheMoreover, broadcasting
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a request all receiver nodes would be required to receivdACs that are not destined to
them, which could yield significant overhead at every regenode. This overhead is usu-
ally greater than the cost of sending the data part (hodee&lsjork addresses, labels, source
MAC, etc.) of a single request multiple times.

One might immediately ask why we do not use digital signa{2&], . Tesla [16], or lo-
cal broadcast keys like in LEAP [24]? In case of local broatikays, when a common key is
shared among the sender and all its neighbors, cannot deana@ighbor authentication, as
a neighboring adversarial node would be able to impersaratdionest neighbor using the
shared key. AlthoughTesla does not have this drawback and it also uses efficiemingy-
ric cryptography, it requires each receiver to maintainghhehain [16]. If route discoveries
are invoked infrequently, which holds for many sensor neksalue to their static nature,
the verification of a particular broadcast key requires sw@valuations of the employed
hash function on average, which can result in significantpaaational overhead. Moreover,
puTesla relies on a clock synchronization protocol which ateuirs additional overhead on
each node. Finally, digital signatures incur a substacbahputation overhead. Although
recent advances in the public key cryptography (PKC) ofsemstworks are very promising
[8], PKC still falls behind the standard symmetric cryptaginy approaches in terms of com-
putational performance; the verification of a digital sigma is 3 orders of magnitude slower
than MAC verification, while the signature generation is deys of magnitude slower.

In order to compare digital signatures with MACs in terms ioéigy cost regarding the
route request phase of Secure-TinyLUNAR, we approximageetiergy consumption of a
single MICAz mote [5] in the route request phase. If we usedfmementioned MAC
scheme, the previous-hop MAC is computed over 3 blocks (kb8 bytes) which takes
1.14 ms [11] and consumes about34 mWs [17]. If we assume that a node has at most
30 neighbors, all the computation cost38 - 0.034 = 1.02 mWs. If the radio transceiver
operates at transmission speed of 250 kbit/s at 3 V supptag®land the output power is
set to 0 dBm (maximum power), then the power consumpti@n289 pWs per bit for the
transmission and.226 Ws per bit for the reception. Thus, as the size of a requegepa
33 bytes (including the header of the packet) under TinyQ$13, the power consumption
of the transmission i80 - 264 - 0.000209 = 1.65528 mWs. In addition, the reception of a
request consumes4-0.000226 = 0.0596 mWs. Therefore, all the communication overhead
is aboutl.715 mWs, and the communication and computation overhead tegettabout
2.735 mWs.

In contrast to this, using an optimized ECDSA [22] [17] implentation with the shortest
key-size (i.e., 160 bits) the signature generation andigation consumeg6.96 mWs and
53.42 mWs [17], resp. Thus, the total computation overhead ofgudigital signatures at
one hop is more than 29 times larger than the total overheatlfling computation and
communication) of using MACs. Even if we used the more pouléiélosB motes [19], the
total computation overhead of signatures would 67 mWs which is about 7 times larger.
Of course, sending multiple packets instead of a single ooi&'$ extra costs in the medium
access layer, but we believe that this extra cost still da#somercome the computation
overhead of digital signatures. Moreover, generating anifiying an ECDSA-160 signature
takes more than 2 seconds [17] which would also incur subataretwork delay.



4.2 Security analysis

In this subsection, we prove that Secure-TinyLUNAR is irdlsecure in a simulation-based
model adapted from [29] to secure label-switching routing.

4.2.1 The model

Adversary model: We assume that the adversary is represented by adversadesd m the
network. An adversarial node can be a sensor-class or glatdss device. By sensor-class
devices, we mean resource constrained devices like oydéegusor nodes. Laptop-class de-
vices can be more resourced with powerful antennas and atreared energy supply like
laptops or desktop computers. We further assume that tllesesarial nodes can communi-
cate with each other via out-of-band channels (e.g., udimgrdrequency channels or direct
wired connections). Moreover, when the adversary captusasst sensor nodes, he may be
able to compromise their cryptographic secrets (assunmagstich secrets are used in the
system). As each adversarial node is assumed to commumithteach other via out-of-
band channels, we assume that all adversarial nodes calf asmpromised cryptographic
secrets.

Generally, the primary goals of the adversary can be deggatie packet delivery ratio,
increasing his control over traffic, increasing networkage&nd shortening network lifetime
depending on the routing objectives. When attacking palpthe adversary performs sim-
ple message manipulations: injection, deletion, modificabf messages and re-ordering
of message sequences. Detailed scenarios of performifignsessage manipulations are
described in [2].

Static model: The honest nodes in the network are denotedyby. . , v,, wherev, denotes
the base station, and adversarial nodes are denoted, by .., v,.,,. The set of all nodes
in the network is denoted by, and the set of adversarial nodes is denoted’bywhere
[Vi=n=m+r+1,and|V*| = m.

The connectivity between nodes is modelled by maEixcalled reachability matrix
with sizen x n. Here,E, ; = 1 (0 < i,j < n — 1) if nodev; can communicate with;,
otherwiseE, ; = 0. We assume that all links are symmetric (i8;,; = Ej; for all 4, j).

We assume that each honest node can use a single globallyeudigntifier in the net-
work, and these identifiers are authenticated in some way, (@ cryptographic means).
Moreover, the adversary is able to compromise some of thegpi@ identifiers, and all
adversarial nodes can use all of those compromised idestdimcording to our adversary
model.

A cost functionC : V' — R assigns a cost value, which usually influence the routing
decisions, to each node in the network. (e.g., the remaemeggy in the battery, the minimal
delay of routing messages, or constant 1 to each node in trdepresent hop-count, etc.).
In our case, the cost function assigns the minimal delay wfimg messages to each node
in the network (i.e., the minimal delay that the particulada can cause in the travel of the
message). We assume tidav*) = 0 for all v* € V*,

Theconfigurationof a network is a quadruplen f = (V,V* E.C), wherel" andV* are
the set of honest nodes and the set of adversarial nodes, keispthe reachability matrix,
andC is the cost function.
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Security objective function: Before introducing the security objective function [27]saf
cure label-switching routing, we introduce some defingionorder to ease its formalization.

. “y OU
Definition 1 (Anchor entry) An anchor entry{vg,., vgs, addr,,., lab@lvsrfﬂvdsp delay,  ,..)

is the representation of a routing entry at soutcg, where the destination node is identified
by v4s ), the next-hop towards the destination has (local) addsess,,.;, the outgoing label
of the source towards the destinationliﬂyelvo;;vm, and the delay of the quickest path

throughaddr,,,; to the destination igelay,_

yVdst

Definition 2 (Intermediate entry) An intermediate entry (v, addr,., label"

Vim —Vdst

lab@lvo;;vdst) is the representation of a routing entry at an intermediatel@w;,,, where
the next-hop towards the destination has (local) addreddr,.;, the incoming label
and the outgoing label of;,, towards the destination arébel'" and labelOY

| Vim —Vdst Vim —Vdst '
respectively.

Definition 3 (Matching property) A routing entryr; of nodev; matches a routing entny,
of nodev; (i # j), if
¢ the outgoing label of, equals to the incoming label of,

e the next-hop address of is used by;.

Definition 4 (Pseudo neighbors)Two honest nodes;,v; € V' \ V* (i # j) are pseudo
neighbors, if and only if there exist y such thatt; , = 1 and E;, = 1, andv,, v, € V™.

Two nodes are pseudo neighbors, only if each of them has ansatal neighbor. In the
sequel, we distinguish pseudo neighbors from direct neighliwo honest nodes, v, are
direct neighbors, if; ; = 1.

Definition 5 (Workable path) A sequence of honest nodés,, v, ..., v, ,,vs,) IS &
workable path with respect to configuratienn f if forall 0 < i < d — 1 v,, and v,
are direct or pseudo neighbors.

i+1

The state of the system is represented by the ensemble aicdbaand intermediate
entries of all nodes.

Definition 6 (Correct state) A state is correct with respect to configuratiomnf,
if for every anchor entryr, = (vm,vdst,addrmt,labelfs‘:;vdst,delavavdst), where

vse,Vast €V \ V¥, there exists a sequence of intermediate entrigs =
(vg,, addr g, label™ label® ) (1 < i < d) of honest nodes such that

Vg; —Vdst? Ve; —Vdst

o vy, = Vg andlabel2 is an application identifier of 4,

Vdst—Vdst

® (Vgre, ey, ..., 0p, ,,Vast) IS @ Workable path, where,,. = vy,
e if vy, , andv,, are direct but not pseudo neighbors then; matches:;,

o Z?;iC(Ugj) < delay,_ ,.. (i-e., the delay of the discovered route betwegn and
vg4s 1S NOt greater than the delay recorded in the routing (anglemtry ofv,,.)

The security objective functio : G x S — {0, 1} of secure label-switching routing
is a binary function, wher& denotes the set of all system states of all configuratiorgs, an
G denotes the set of all configurations. LEtreturn O for all pairs of system states and
configurations that are incorrect, otherwise it returnsriice-versa). This function intends
to distinguish “attacked” (incorrect) states from “nomaaked” (correct) states.
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Dynamic model: The dynamic model represents the real operation of the mkjwdnere
each protocol participant is modelled by a probabilisticifigt machine. These machines
communicate via common tapes. The specification of each imaemnd their communi-
cation rules are detailed in [27]. Additionally, we assurmattduring a simulation run the
maximum lifetime of each entry is set#. The security objective function is applied to the
output of this model (i.e., the ensemble of all routing esgirvhich is the system state itself)
in order to decide whether the protocol functions correatlinot.

We denote the output of the dynamic model@wﬁnf7A(z), wherez is the random input

of the model (due to the probabilistic nature of Turing mael). In additionOut” awill

conf

denote the random variable describi@gtﬁnf7A(z) whenz is chosen uniformly at random.

Definition of secure label-switching routing: We denote the security parameter of the
model byx, which is the key length of the employed MAC scheme in theinguprotocol.

Definition 7 A label-switching routing protocol is secure, if for any ¢iguration conf and
any adversaryA4, the probability thatOutzmﬂA equals to zero is a negligible function of

More intuitively, if a secure routing protocol is secure aetjng 7, then any system
using this routing protocol may not satisfy the securityeahive represented b¥ only with
a probability that is a negligible function af. This negligible probability is related to the
fact that the adversary can always forge the cryptograpitmaifpves (e.g., generate a valid
MAC) with a very small probability depending on the valuexof

4.2.2 Tolerable imperfections of the model

Before proving the security of Secure-TinyLUNAR, we expl#ie tolerable imperfections
of our model in more details. Those attacks are considerbd the tolerable imperfections
that are unavoidable or too costly to defend against, ansl tva rather tolerate them. In
other words, a routing protocol that is secure in our model nt be resistant to these types
of attacks. Most of these attacks are built on the delay atetide of messages, and the
in-band as well as the out-of-band channel attacks.

The rationale behind the definitions of workable path andigsaeighbors in Definition
6 is that two adversarial nodes, who may be located on diffaretwork parts, are able to
transfer the MACs of honest nodes by either using out-ofdldrannels like wormholes, or
some in-band channels (assuming that these nodes belabdly are neighbors and share
the corresponding keys). In the latter case, MACs are tearesf as a part of an existing
message to remote adversarial nodes. For instance, onesadaknode captures the MAC
of an honest neighbor denoted B¥, then fragments the MAC, and puts these fragments
into new RREQ messages as their random identifiers destnedemote adversarial node.
When this remote adversarial node receives all fragmenntsini successfully impersonate
H by reconstructing the MAC from the fragments. As these RRE£33ages are originated
from an adversarial node who may have compromised keys viiiegass all verifications
done by intermediate nodes. In this case, the adversaryausds-channel provided by the
protocol messages to impersonate honest nodes, and tragsdtiacks are also called as
side-channel attacks [4].

2A function () : N — R is negligible, if for every positive integerand all sufficiently larger’s (i.e.,
there exists aiv,. > 0 forall z > N.), u(z) < x~¢
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The reason that we tolerate in-band and out-of-band atiadkg#ofold. First, for most
real scenarios side-channel attacks are impractical ®atlversary, as by the time the last
fragment is successfully transferred, the correspondomgrol message becomes obsolete.
Second, these attacks can be mitigated but, to the best &howledge, they are not avoid-
able completely. Therefore, we consider these attacksmas ebthe tolerable imperfections
of our model.

The third point in Definition 6 requires that direct but noepdo neighbors on the route
must have a matching entry. For instance, let us see two ngdesv,, on the discovered
workable path. Itis clear that if,,_, andv,, are not direct neighbors, but they are pseudo
neighbors we cannot make any restrictions on the correspgmahtries ofv,,_, andv,,, as
the adversary can modify the message received fromt her own wish before sending that
to v, ,. Thus, we rather tolerate this kind of mismatching. Now,ugtassume that, ,
andv,, are neighboring nodes on the discovered workable path. aincése, it is easy to
see that if only one of them has an adversarial neighbor, ttieeadversary cannot modify
the message coming from,, as either she cannot hear or she cannot send the message
to v, ,. If v,,_, andv,, are direct neighbors and both of them have an adversarighber,
then they can hear each other, but the adversary can preyémm receiving the message
coming fromuw,, (e.g., by jamming), and then she can send the modified message, .
Hence, we also tolerate this kind of mismatching in our model

Finally, the last point in Definition 6, which is about the t¢delay) of the discovered
route, relates to the fact that the adversary can alwaysaserthe delay of any message that
passes her. In this way, she can make the cost of each rowgarapgbe higher than it really
Is that we tolerate in our model. On the other hand, this tyfftack may be less attractive
for the adversary, as increasing the delay of each routengahsn can cause the source
node to accept those routes that contain no adversariatntidiee adversary intends to fool
the source node by making the cost of the discovered routesappwer than it is in reality
(e.g., in order to increase the hostile traffic control byiatig the traffic), then the best that
she can achieve is that she somehow reduces the delay ofgasseaero at the adversarial
nodes. However, as she cannot reduce the delay at the narptam nodes, the appeared
cost of the discovered route should always be greater thagual to the sum of the cost of
each node constituting this route.

4.2.3 Proof of Security

Theorem 1 Secure-TinyLUNAR is a secure label-switching routing geot, if the MAC
scheme is secure against existential forgery.

Proof (sketch) We show that for any adversaiy and any configurationon f, security ob-
jective functionF equals to 0 only with probability that is a negligible furmstiof <. Equiv-
alently, we show that the probability that for any adversdrgnd any configurationon f a
system running Secure-TinyLUNAR encounters incorredesta negligible function of.

A system running Secure-TinyLUNAR encounters incorregtesin the cases as follows:

e Case 1: There exists an anchor entry ro =
v .o delay, ), but there does not exist a workable

o

(Usrca Vst s addrnxta labelvsm,vdsﬁ

path between,,. anduv,,; with label?“tﬂ as an application identifier.
Zd dst
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e Case 2: There exists an anchor entry rg =

(Vsres Vast, addr gy, labelfs‘:;vdst,delayvsrwdqt) and there exists a workable path
(Vsres Vey s - - -5 Ve, , Vast) DEtWEEND,. @nduy,, but there does not exist a sequence of
intermediate entries; = (vy,, addr,,;, lab@li;avdsp label%‘;vm) (1 < i < d)such
thatr;_, does match; if v,,_,, v, are direct but not pseudo neighbors for:all

e Case 3: There exists an anchor entry rg =
(vm,vdst,addrm,labelg’sf:%dst,delayvswdqt) and there exists a sequence of in-

; : _ /I Out :

termediate entries; = (wi,addrmt,labelwﬁvdst,labelwﬁvdst) (1 < i < d) where
(Vsre, Vey, - - - Ve, Vast) IS @ Workable path and_, matches; if v, ,,v,, are direct

but not pseudo neighbors for aEJIbutZ?;i C(vg,) > delay, . .

We must prove that each of Case 1, 2 and 3 occurs only with aapiidly that is a
negligible function of<; andx, which concludes the theorem.

Case 1 occurs, ib,, receives either a RREP (Msg-4) or a RREQ (Msg-3) message
with a correctMAC,, ..... Let us assume that the adversatycannot forgeMAC,,, ... -
Thus, MAC,,, ... can only be generated hy;,; implying thatv,, generated and sent a
RREQ or RREP message with,. as the destination, an&dbell?d‘:;vdst is an application
identifier. Moreover, adlAC,,, .. is received byv,,., there exists a sequence of nodes
(Vsgs Vsys - - -5 Us,_,» Vast) SUCHh thab, |, v, are direct or pseudo neighbors for alK i < £,
wherev,,. = vy, andvg, = vs,. This means that there is a workable path betwegnand
vgse Which is a contradiction. Therefore, Case 1 occurs onlyéf @ldversary successfully
forges a MAC. However, the probability of this event is a mgigle function ofx assuming
that the adversary runs in polynomial time.

Case 2 occurs, if foall workable pathgvy,, ..., vs,) between,,. andv,, there is at
least one pair,, ,,v,, of honest nodes which are direct and not pseudo neighbotsalvet
no matching entries in their tables. Let us assume.thaannot forge any MACs. As,,.
has anchor entry,, v,,. receives either a RREP (Msg-4) or a RREQ (Msg-3) messageawith
correctMAC,,, ....- Thus, based on Case 1, there exists a workableypath . , v,, between
vgre @ndug,; @along which the request (or reply) message (Msg-4 or Msge3)oted bymnsg,
is received by,.. According to our assumption, there exisssuich thav,, |, v,, do not have
matching entries, however, they are direct but not pseudghbers. AsMACﬁZ%_l can
only be generated by, v,,_, received annsg’ messagersg’ # msg) with previous-hop
MAC MAC{j;“%il, whereMAC!™ # MACP™ . SinceMAC travelled through

Ve, Ve, _ VgV, Vdst,Usrc

workable pati{v,,, ..., v, ), v, iSan éldversarial nooie and the adversary obtaihed,, , ...
from v,,. Therefore, both,, andv,,_, have an adversarial neighbor, which means that they
are pseudo neighbors. However, this contradicts to oumgsison thatv,, andv,,_, cannot
be pseudo neighbors. Consequently, Case 2 occurs onlyaiWersary successfully forges
a MAC. However, the probability of this event is a negligihlaction of x assuming that the
adversary runs in polynomial time.

Finally, in Case 3delay, , . denotes the delay of the travel BfAC,,, ., from its
originator tov,,. (either as a part of a RREQ (Msg-3) or a RREP (Msg-4) contraisage).
Let us assume thatlAC,,, .. cannot be forged by the adversafy Thus, based on Case
1 and Case 2MAC,,, ... is received on workable patfv,,...,v,,). As the node costs
represent the minimum message delays at the nodes and teesagvcannot reduce the
delay at the non-corrupted nodeEf;iC(Wj) < delay,__,,,. Which is a contradiction.

V4.

14



Consequently, Case 3 occurs only if the adversary sucdgsiiges a MAC. However, the
probability of this event is a negligible function afassuming that the adversary runs in
polynomial time. [ ]

5 Conclusion and future work

In this work, we developed a secure label-switching roupngtocol for wireless sensor
networks, called Secure-TinyLUNAR. Secure-TinyLUNAR Istsecure variant of Tiny-
LUNAR, which is an efficient reactive routing protocol for neiess sensor networks. Af-
ter showing that TinyLUNAR is vulnerable to several impergton attacks, we designed
Secure-TinyLUNAR, which provides the following securityayantees:

e Each node generates a MAC per neighbor on the request mgddage), and uni-
casts the request along with the respective MAC to each herghAlthough this
previous-hop MAC is updated at each hop, the communicatidrcamputation costs
depend on the number of the neighbors. A reply message (Watsd contains a
previous-hop MAC that is updated at each hop, but it is alveyg to one neighbor
which results in a constant overhead for all intermediafesho

e The source and destination nodes attach a MAC to each messagiis MAC is
generated by using the pairwise shared key of the source estthdtion nodes, in-
termediate nodes need not verify this MAC saving some ressurNevertheless, the
protocol is provably secure, even if these MACs are not tifiy intermediate nodes.

Finally, we adapted the simulation-based model describ¢®d] to secure label-switching
routing, and showed that Secure-TinyLUNAR is provably secn this model. This model
is only concerned with attacks aiming to corrupt the rougémdries, different attacks like
DoS attacks or rushing are not considered. For instanceyr&dinyLUNAR is exposed
to DoS attacks where unauthentic forged control messagesazerse several hops before
being dropped. Thus, our future plan is to avoid or mitightse types of attacks by coun-
termeasures that consider the variety of sensor applicatiod provide tunable security. In
addition, we also plan to implement Secure-TinyLUNAR untieyOS 2.x [1] and evaluate
its performance using TOSSIM [1].
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