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Summary

Wireless mesh networking allows network operators and service providers to offer nearly ubiquitous broadband
access at a low cost to customers. In this paper, we focus on QoS-aware mesh networks operated by multiple
operators in a cooperative manner. In particular, we identify the general security requirements of such networks
and we give an overview on the available design options for a security architecture aiming at satisfying those
requirements. More specifically, we consider the problems of mesh client authentication and access control,
protection of wireless communications, securing the routing, key management, and intrusion and misbehavior
detection and recovery. Our aim is to structure this rich problem domain and to prepare the grounds for the design
of a practically usable security architecture. Copyright c© 2008 John Wiley & Sons, Ltd.
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1. Introduction

Mesh networks [1, 2] represent an emerging wireless
networking technology that promises wider coverage
than traditional wireless LANs and lower deployment
cost than 3G cellular networks. For these reasons,
network operators and service providers consider
mesh networking to be a serious candidate to solve
the so called “last mile problem”. Indeed, at many
places in the world, some network operators have
already started to deploy mesh based solutions

∗Correspondence to: buttyan@crysys.hu

offering nearly ubiquitous and inexpensive wireless
Internet access to their customers. Examples for this
development include Ozone’s mesh network in Paris
(www.ozone.net/en/) and The Cloud in the City of
London (www.thecloud.net). If these pilot projects
turn out to be successful, then mesh networking may
become extremely popular and wide-spread.

While there also exist so called community based
mesh networks that are operated by individuals, we
believe that the real business potential lies in operator
based mesh networks. By their systematic design,
deployment, and maintenance, operator based mesh
networks provide higher level of Quality-of-Service
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(QoS), meaning larger scale coverage, higher speed,
and more reliable operation. In addition, it can be
envisioned that mesh network operators in a given
geographical area will cooperate in order to further
optimize their costs and increase the QoS provided by
their networks. The form of the cooperation can range
from traditional roaming agreements to joint provision
of specific services. This kind of cooperation is less
likely to happen between ad hoc communities. Hence,
in this paper, we focus our attention on QoS-aware
mesh networks operated by multiple operators.

In order to turn the tremendous business potential
represented by mesh networking into real profit, one
needs to solve a number of technical problems related
to the design and operation of mesh networks. In this
paper, we address one of those problems: securing
mesh networks. It is evident that security issues need
to be considered seriously and solved appropriately.
The reason is that, due to the wireless nature of
the communication medium, and due to the lack of
physical protection of the unattended mesh nodes,
it is relatively easy to carry out various attacks
against mesh networks. Furthermore, if security is
not handled appropriately, then the customers may
prefer alternative technologies; this would hinder
the adoption and wide-spread deployment of mesh
networks, which in turn, would result in loss of
business opportunities.

More specifically, in this paper, we identify the
security requirements that are relevant for wireless
mesh networks in general, and for multi-operator
based QoS-aware mesh networks in particular. We
understand that security issues are often application
specific; however, here we are focusing on the general
security requirements of wireless mesh networks
that are either independent of the applications or
common to all applications. In addition to identifying
the security requirements, we also present various
design options for a security architecture that aims at
satisfying those requirements.

Discussion of the security issues in wireless mesh
networks can be found in [3, 4, 5]. However, none
of those works address specifically QoS aware mesh
networks operated by multiple operators, neither
they deal with proactive (cryptographic) and reactive
(intrusion detection based) security measures in a
combined manner as we do in this paper. The
discussion in [3] focuses on giving an overview of the
various authentication mechanisms and secure routing
protocols proposed for mobile ad hoc networks.
Unfortunately, it is very much centered around
academic proposals with little practical relevance.

Moreover, the mechanisms and protocols proposed
for mobile ad hoc networks are useful, but they
are not suitable for direct application in mesh
networks. The authors of [4] discuss three specific
security problems in wireless mesh networks: the
detection of compromised mesh routers, the security
of routing, and the problem of fairness. These
are important problems, but they represent only a
somewhat arbitrary subset of the security issues in
wireless mesh networks. Finally, the discussion in
[5] is specific to wireless mesh network security
and it is quite comprehensive in terms of identified
security issues. Indeed, the security requirements that
we identify in this paper are more or less the same
as those identified in [5]. Our contributions that
make this paper different from [5] include a more
detailed discussion of the available design choices
for authentication and network access control, for
the protection of wireless communications, and for
intrusion and misbehavior detection, as well as a
more QoS specific discussion of the routing security
problem. Another difference is that, in this paper, we
focus on multi-operator based mesh networks, while
[5] discusses other scenarios too.

The organization of the paper is the following:
First, we introduce our system model in Section 2
and our adversary model in Section 3. Based on these
models, we identify the general security requirements
in Section 4. Next, we present design options for
the elements of a security architecture that aim at
satisfying the identified security requirements. More
precisely, we address mesh client authentication and
network access control in Section 5, protection of
wireless communications in Section 6, security of
routing in Section 7, key management issues in
Section 8, and intrusion and misbehavior detection and
recovery in Section 9. Finally, we conclude the paper
in Section 10.

2. System model

A detailed survey on mesh network architectures
can be found in [1]. In this paper, we consider the
following model (see also Figure 1 for illustration):
A mesh network consists of mesh routers that form
a static wireless ad hoc network. Some of the mesh
routers function as gateways to the wired Internet, and
some of them function as wireless access points where
mobile mesh clients can connect to the network. The
sets of gateways and access points can overlap and
they do not necessarily cover the entire set of mesh
routers.
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Fig. 1. Illustration of a mesh network.

As shown in Figure 1, we assume that the mesh
clients connect to the access points directly (i.e., mesh
clients are one hop away from the mesh network).
In theory, mesh clients could provide data forwarding
services to each other, and connect to the access points
via multiple other mesh clients, but this would require
special software on the mesh clients (essentially they
would function as a router). In practice, however, users
may not be willing to modify their mesh clients and to
behave cooperatively, and for this reason, we do not
consider this possibility of connecting to the access
point through multiple mesh clients.

The mesh routers are operated by multiple
operators, and we assume that they cooperate in the
provision of networking services to the mesh clients.
This cooperation is based on business agreements
(similar to roaming agreements in the case of
cellular networks). Mesh clients are mobile computers
operated by customers. Customers may be associated
with one or more operators by contractual means.

Mesh clients use the services provided by the mesh
network in order to run various applications. Typically,
mesh clients use the mesh network to access the
Internet, or they run applications that take advantage
of the connectivity provided by the mesh network
itself (e.g., mesh clients can communicate with each
other through the mesh routers without accessing the
Internet).

The mesh network supports QoS-based applications
and mobility of the mesh clients. In other words, we
assume that appropriate mechanisms are used within
the network to provide services with QoS guarantees
(e.g., the routing protocol uses QoS-aware routing
metrics, and it may use admission control and resource

reservation mechanisms too), and to ensure seamless
handover between access points for the mobile mesh
clients. We are not considering the details of these
mechanisms; we are interested only in their general
security requirements.

3. Adversary model

As usual, the first step in the identification of security
requirements is the understanding of the potential
attacks against the system. This understanding is
summed up in the following adversary model that
describes the classes of attackers, their objectives, and
their means to attack the system.

Classes of attackers. Taking into account the
system model described above, we can identify three
types of attackers:

• External attackers: These are attackers that have
no legitimate access to the mesh network and its
services, but they have appropriate equipment
to use the wireless medium and interfere with
the operation of the mesh network protocols. In
addition, these attackers may have unsupervised
physical access to some of the mesh routers
that are installed in public areas, and they have
the knowledge to modify the behavior of these
routers by installing rogue software on them.

• Dishonest customers: These are misbehaving
end-users that have legitimate access to the
mesh network services and try to take advantage
of this in order to interfere with the operation
of the network or to gain illegal access to
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its services (e.g., by impersonating another
customer).

• Dishonest operators: These are operators of the
mesh infrastructure that do not honestly stick to
business agreements.

Objectives of attacks. We identify the following
main objectives of attacks:

• Unauthorized access to the services provided
by the mesh network (e.g., Internet access):
Primarily, this objective is relevant for external
attackers and dishonest customers. In the latter
case, the dishonest customer may try to use
services that are not included in his subscription.

• Unauthorized access to customer data and
meta-data: Here customer data means the
content of the messages exchanged in a service
session, whereas meta-data refers to information
on the customer’s location and service usage
profile (e.g., which applications are used and
how often). Thus, the first objective is related to
violating the confidentiality, and the second is
related to violating the privacy of the customer.
Primarily, this objective is relevant for external
adversaries and dishonest operators.

• Denial-of-Service (DoS): This objective is
related to degrading the QoS offered by the
network (including the complete disruption of
services). Primarily, this is relevant for external
adversaries.

• Gaining advantage over competitors: For dis-
honest operators, the primary reason to mount
attacks on the system (especially on those parts
that are operated by other operators) is to gain
some advantage over their competitors. This is
achieved either by destroying the reputation of
a competitor, or by dishonestly increasing one’s
own good reputation.

Attack mechanisms. There are a multitude of attack
mechanisms that can be used and combined in order
to reach the goals described above. However, most of
these mechanisms fall into either one of the following
two categories:

• Attacks on wireless communications (including
eavesdropping, jamming, replay, and injection
of messages, and traffic analysis);

• Setting up fake mesh routers or compromising
existing mesh routers (typically by physical
tampering or logical break-in). The behavior of

the fake or compromised mesh routers can be
arbitrarily modified in order to help to achieve
specific attack objectives.

4. Security requirements

Based on the adversary model described above, we can
identify the following main security requirements for
wireless mesh networks:

Authentication of mesh clients and access control.
In order to prevent unauthorized access to services,
mesh clients must be authenticated, and access control
rules must be enforced in the system. Ideally, access
control enforcement should take place at the access
points such that unauthorized access attempts are
denied as early as possible without affecting the rest
of the network. There are many options to satisfy
this requirement in terms of available authentication
protocols and authorization schemes. However, there
are additional requirements that need to be satisfied,
which may exclude some of those options. These
requirements include the need to support end-user
mobility and QoS-aware applications, and the need to
work in a multi-operator environment.

Supporting user mobility and QoS-aware applica-
tions means that re-authentication of mesh clients
and access authorizations should be fast such that
the requirements of authentication and access control
do not exclude the possibility of seamless handover
between the access points. In addition, the multi-
operator environment means that such handovers may
occur between access points belonging to different
administrative domains, and hence, the authentication
and access control scheme must be able to handle this
situation.

Protection of wireless communications. Wireless
communications between mesh clients and mesh
routers, as well as among mesh routers and gateways
must be protected against various attacks. This leads
to the following requirements:

• The confidentiality and the integrity of the
application data must be protected in order to
prevent unauthorized access to user data. This
can be done in an end-to-end manner, however,
some applications may not be prepared for this
protection, in which case, it is desirable to solve
the problem transparently to the applications
within the mesh network itself.
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• Message integrity and authenticity must be
provided ideally in a link-by-link manner such
that fake, modified, and replayed messages are
identified and removed as early as possible, and
therefore, they do not waste the bandwidth of
the network.

• Traffic analysis must be prevented as much
as possible in order to prevent unauthorized
access to meta-data of the customers, and hence,
to ensure some degree of privacy. Link-by-
link encryption of messages can help in this
matter, as it can hide end-to-end addressing
information. In addition, dummy traffic can be
maintained by neighboring mesh routers on idle
links in order to prevent the identification of
communication profiles.

Increasing the robustness of the networking
mechanisms. The easiest way to mount stealth DoS
attacks against a network is to manipulate its basic
mechanisms such as the routing protocol, the medium
access control scheme, the topology control and
channel assignment mechanisms, etc. For this reason,
it is important to increase the robustness of these
basic networking mechanisms. In particular, securing
the routing protocol seems to be the most important
requirement in this category, because interfering with
the routing protocol may affect the entire network,
whereas attacks on lower layers (e.g., on medium
access control and channel assignment) seem to have
a localized effect.

In general, QoS-aware routing protocols provide
three functions: (1) proactive dissemination of routing
information (e.g., link quality metrics) and local
route computation, or on-demand route discovery
(depending on the type of the protocol), (2) resource
reservation on selected routes (for the purpose of QoS
guarantees), and (3) recovery from errors during the
data forwarding phase.

All of these three functions have their security
requirements. Routing information dissemination and
route discovery requires the authentication and
integrity protection of routing control messages,
in order to prevent their manipulation by external
adversaries. In addition, in some protocols, special
attention must be paid to the protection of non-
traceable mutable information (e.g., the cumulative
routing metric values) in routing control messages
against misbehaving mesh routers. It may also be
desirable to ensure non-repudiation of routing control
messages in order to discourage operators to mount

stealth attacks against each other, and to facilitate
dispute resolution.

Resource reservation messages must also need to be
authenticated in order to avoid resource blocking DoS
attacks. Similarly, it must be guaranteed that resources
do not stay reserved forever. Finally, error recovery
procedures should not be exploitable by attacks aiming
at the disruption of communication or increasing the
message overhead in the network.

Intrusion and misbehavior detection and recovery.
Due to the fact that our adversary model allows
for dishonest operators and physical tampering of
mesh routers by external attackers, we must assume
that some fraction of the mesh routers may exhibit
arbitrary (also called Byzantine) behavior. It is more
or less impossible to identify such misbehaving nodes
by cryptographic means. Similarly, cryptographic
solutions are ineffective against jamming attacks.
Therefore, besides the proactive security measures that
we have described above, one must also consider the
application of some reactive measures aiming at the
detection and recovery from attacks based on intrusion
and misbehavior.

As misbehavior can happen at any layer of the
communication stack, misbehavior detection should
be implemented in all layers; moreover, various
misbehavior detection modules can be combined in
a cross layer approach to increase the effectiveness
of the detection. Misbehavior detection and recovery
requires that the nodes can monitor the activity of
each other (at least to some extent), that they can
identify suspicious activities, and that they can make
counteractions (e.g., they can exclude misbehaving
nodes from the network). This also means that some
level of cooperation must take place between the
nodes.

Key management. Some of the security require-
ments that we identified in this section (in partic-
ular, mesh client authentication and access control,
protection of wireless communications, and some
aspects of increasing the robustness of the basic
networking mechanisms such as routing) are most
conveniently satisfied by using some cryptographic
mechanisms. Cryptographic mechanisms, in turn,
require cryptographic keys and key management
solutions.

More specifically, cryptographic protection mecha-
nisms in mesh networks may require the establishment
of shared symmetric keys between various entities
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(e.g., between mesh routers, between an authentication
server and an access point, etc.) and the distribution
of the public keys of various entities (e.g., mesh
routers, authentication servers, etc.). Both of these
can be supported by a public key infrastructure (PKI)
established and maintained by the mesh network
operators. Moreover, given that we are considering
a multi-operator environment where security associa-
tions are often established between entities that belong
to different administrative domains, a PKI based key
management approach seems to be the conceptually
simplest and most convenient solution.

5. Authentication of mesh clients and
access control enforcement

In a business driven mesh network, it is essential
that only authorized users can access the network.
To fulfill this requirement, authentication and access
control enforcement is required. In the authentication
process, the mesh client proves its identity using
an authentication key. In addition, during the
authentication process, a short-term connection key is
established between the mesh client and the access
control enforcement point. This connection key serves
as the basis for access control enforcement on the
follow-up traffic originating from the mesh client.

In this section, we first introduce a detailed list
of requirements for authentication and access control
enforcement in QoS aware multi-operator maintained
mesh networks. Then, we give an overview of
the authentication and access control enforcement
mechanisms proposed for WiFi and mesh networks,
and we analyze them with respect to the identified
requirements.

5.1. Requirements

The main requirements for authentication and access
control enforcement in a QoS aware multi-operator
maintained mesh network are the following:

• Fast authentication method to support user
mobility: As a main requirement, the authenti-
cation method has to support mobility of mesh
clients which may use QoS aware services (e.g.
VoIP). Such services may have requirements
on the length of the interruptions in the
communication that they can tolerate. When a
mesh client moves from one access point to
another, it has to re-authenticate itself as part
of the handoff process. Before a successful

authentication process the mesh client should
not be allowed to access the network (otherwise,
it can exploit by changing the access points and
gaining access without authentication). Thus,
the re-authentication delay must be minimized
in order to ensure that the interruption caused
by the handoff remains tolerable for the
applications.

• Connection keys should not reveal long term
keys: The connection keys that the access
points obtain during the authentication of the
mesh clients should not reveal any long-term
authentication keys. This requirement must hold
because in the multi-operator environment, the
mesh clients may associate to access points
operated by foreign operators.

• Independence of connection keys: As the
neighboring access points may not trust
fully each other due to the multi-operator
environment, the authentication and the key
generation mechanism have to prevent an access
point from deriving connection keys that are
used at another access point.

• Freshness: It must be ensured for both
participants that the connection key derived
during the authentication process is fresh.

• DoS resistance: The authentication method
should not create any vulnerabilities to DoS
attacks. Note, that a successful attack against a
central unit (e.g. central authentication server)
may lead to a state where no handoff can be
completed.

• Compatibility with standards: In a multi-
operator environment, it is fundamental that the
protocols used in the authentication mechanism
are standardized or built from standardized
elements. Otherwise a mesh client will not be
able to authenticate itself at an access point
belonging to another mesh operator.

• Scalability: One of the main advantages of
mesh networks is the increased coverage. This,
however, usually means an increased number of
mesh routers, access points, and mesh clients.
Therefore, the authentication method must be
scalable in terms of the number of access points
and mesh clients.

• No single trusted entity: In a multi-operator
environment, no single trusted entity may
exist. Hence, each operator should run its
own authentication server(s), but those could
cooperate with the servers of other operators
based on business agreements.
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5.2. Proposed methods

Taxonomy. In the literature, many authentication
and access control enforcement methods have been
proposed. We categorize them by the place of the
access control enforcement and by the place and type
of the authentication.

The access control can be enforced at the following
places:

• Central access control enforcement: In this
case, the access control enforcement is done
outside of the mesh network by a special entity
in a centralized manner.

• Access control enforcement at the border of the
mesh network: In this case, the access control is
enforced by the gateways that are placed at the
border of the mesh and the wired network.

• Distributed access control enforcement: In this
case, the access control is enforced by the access
points themselves.

If the access control is enforced by a central
entity or at the gateways, then the system can not
benefit from authenticating the mesh clients inside the
mesh network. If the access control enforcement is
distributed, the mesh client can be authenticated at the
following network elements:

• Remote authentication server: In this case,
the authentication servers of the operators are
placed outside of the mesh network.

• Local authentication servers: In this case,
the authentication servers are placed near to
the access points within the mesh network,
therefore, they can be reached by the access
points within a few wireless hops.

• Access points as distributed authentication
servers: In a totally distributed approach,
the access points themselves function as
authentication servers.

During the handoff, the authentication process can
be initiated in a reactive or in a proactive manner:

• Reactive authentication: In this case, the
authentication of the mesh client to the next
access point and the establishment of the
connection keys are carried out when the mesh
client has already associated with the next
access point.

• Proactive authentication: In this case, the
connection keys are distributed to the potential
next access point before the handoff process is
started.

In addition, we classify proactive solutions by the
participant who controls the key distribution:

• Mesh client driven key distribution: Before
a mesh client performs a handoff, it creates
security associations with the next or with each
potential next access point.

• Authentication server driven key distribution:
An authentication server distributes mesh client
specific keys among the potential next access
points in such that the keys are available before
the mesh client associates with the next access
point.

In Table I, we categorized the proposed authenti-
cation methods found in the literature according to
the above described taxonomy. In what follows, we
describe the categories in more details and we outline
the main idea of the related proposals.

Note that the most of the proposed authentication
procedures do not take into consideration the multi-
operator environment. According to this, we consider
the multi-operator environment only through the
formerly defined requirements and we describe them
in the single operator environment unless we state
otherwise.

Centralized enforcement of access control. In an
architecture where the access control enforcement is
centralized, no authentication is required at the access
points during the handoff process. The mesh client can
associate to any access point, and the access control
is enforced by redirecting the traffic of the mesh
client to a central access control enforcement unit.
The central unit makes forwarding decisions based on
the origin of the traffic, typically, based on the MAC
and/or IP addresses of the mesh client. This solution
is often used in WiFi hotspots, for instance, using the
Chilispot implementation [6]. The main drawback is
that no connection key is established and an attacker
can easily gain access by spoofing the MAC and IP
addresses of an already authenticated device.

Another centralized solution is proposed in [7,
8], where the authors propose an architecture based
on PANA (Protocol for carrying Authentication
for Network Access) [28]. The mesh client is
authenticated only once, when it first associates with
an access point. After a successful authentication,
an IPSec tunnel can be established between the
mesh client and central access control enforcement
entity, which obtains the connection key from the
authentication server. As only the mesh client and the
access control enforcement entity can use this IPSec
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Table I. Categorized list of the proposed authentication methods

Central [6, 7, 8, 9]
Border [7, 8, 9]

Distributed
Access
Control

Enforcement

````````````````̀Authenticator

Key distribution
type Reactive

Proactive
Authentication Mesh client
server driven driven

Access points [10, 11] [12, 13] [14]
Local authentication servers [15, 16] [17, 18, 19] [20, 21, 22,

23, 24, 25]Remote authentication server [20, 26, 27]

tunnel, this can be the basis of the access control
enforcement.

The CAPWAP (Control And Provisioning of
Wireless Access Points) standard [29] (currently in
draft version) supports the centralized access control
enforcement. The binding to the IEEE 802.11 standard
is presented in [9]. Herein, the physical and link level
functionality of the access points are separated and
the link level functionality is implemented in a central
entity. This central entity communicates with a mesh
client through a tunnel established between the central
entity and the access point where the mesh client is
associated to. When the mesh client re-associates at a
different access point, a 4-way handshake is performed
between the mesh client and the central entity.

The main advantage of central access control
enforcement is that no key material is stored in
the access points. Hence, an attacker is not able to
obtain any keys by compromising an access point.
However, this architecture is extremely vulnerable to
DoS attacks, because there is no possibility to deny the
access before a message arrives to the central access
control enforcement unit, and hence, an attacker can
decrease the QoS level by injecting fake messages
into the system. Another drawback is that the central
unit is a bottleneck resulting in a potential scalability
problem.

Access control enforcement at the gateways.
When the access control is enforced at the border
of the wired and the mesh network, the mesh client
can authenticate either to the gateway or to a central
authentication server. However, so far, no proposal
exists where the gateway authenticates the mesh
clients.

With the mesh networks, the operators gain a
cheap or feasible way of enlargement of the wireless
radio coverage. However, the main objective remains
to offer access to the Internet. From this point of

view, the gateways can be good points to prevent the
unauthorized access as it requires less administration.

The PANA protocol proposed in [7, 8] can also be
used in the case when the mesh client is authenticated
to a central authentication server but the access control
is enforced at the gateways. This is so because PANA
allows for the existence of multiple access control
enforcement entities. Hence, each gateway can be an
access control enforcement entity that obtains the keys
for access control enforcement from the authentication
server. This mechanism improves the scalability of the
centralized access control enforcement, but the DoS
vulnerability described earlier still remains.

The mechanism proposed in the CAPWAP standard
[9] can suit to the gateway enforced access control.
In that case, the gateway is the central entity which
operates some access points. However, a handover
may perform between two access points which
belongs to different gateways and in that case a
handover between gateways should be defined.

Distributed access control enforcement with reac-
tive authentication using a remote authentication
server. A typical example of this case is the IEEE
802.1X [30] authentication and access control model
as described in the IEEE 802.11i standard [20]. In this
model, access control is enforced by the access points
in a distributed manner. The client authenticates itself
to a remote authentication server, which informs the
access point about the result of the authentication, and
also distributes a connection key. This connection key
(or keys derived from it) is used to secure the follow-
up communication at the link layer.

The messages of the authentication protocol are
carried by the Extensible Authentication Protocol
(EAP) [31]. While many authentication protocols have
been standardized in this framework (e.g., EAP-TLS,
EAP-FAST, EAP-SIM), none of them are optimized
for fast handoff. Recently, a new EAP method has been
described for fast re-authentication in [26] and [27].
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We have already overviewed the CAPWAP standard
[9] in distributed access control section. Recall that
the physical and link level functionality of the
access points are separated herein and the link
level functionality is implemented in a central entity.
The CAPWAP standard has a special feature (not
mentioned before) which supports the delegation of
the access control to the access points by sending
the established connection key to the access points.
The connection key is delivered due to the protocol
described in the CAPWAP standard after a successful
4-way handshake performed between the mesh client
and the central entity.

The main drawback of this approach is that
the round trip time may increase significantly with
the increasing distance (measured in wireless hops)
between the access point and the authentication server.
Hence, the round trip time can easily become higher
than the round trip time that a QoS aware service
can tolerate. Note that no application data can traverse
the mesh network until the authentication is finished.
Furthermore, the central authentication server is a
single point of failure, which is vulnerable to DoS
attacks.

Distributed access control enforcement with reac-
tive authentication using local authentication
servers. The problems listed above can be solved
by using local authentication servers placed close
to the access points. Two EAP standard extensions
in [15, 16] are proposed to reduce the round trip
time of the authentication messages by using local
authentication servers placed between the access
points and the central authentication server. The
central authentication server is able to share the
authentication key or a key derived from the
authentication key with the local authentication
servers. When an access point turns to any of the
local authentication servers, that authentication server
generates the connection key and sends it to the access
point.

The main drawback of using local authentication
servers is that those servers are within the mesh
network where they may not be physically protected.
Hence, it is hazardous to store long-term authentica-
tion information on them, as that information can be
easily compromised.

Distributed access control enforcement with reac-
tive authentication using the access points. The
authentication is scalable and no preparations are
required before the handoff when the authentication is

performed between the mesh client and access points
in a reactive way. However, other requirements may
not be fulfilled as two proposals show.

The ID-based public-private key pairs can be used
both for authentication and for key agreement with
off-line central authority as it is exploited in [10].
However, the private keys should be issued by the
same central authority. Therefore, when a mesh client
associates to a foreign access point it requires to have
a temporary public-private key pair from the foreign
operator for the key agreement or it can obtain one
after an authentication process. In the latter case, fast
handoff can not be guaranteed.

In [11], the authors suggest a change in the port-
based network access control operation of IEEE
802.1X. Instead of restricting the mesh client to
authentication messages through the uncontrolled
port, the current access point allows mesh clients
access to normal data traffic via a dynamically
established tunnel between the current and the
previous access point. The tunnel remains alive until
the authentication is completed.

Distributed access control enforcement with server
driven proactive authentication. In server driven
proactive authentication methods, the authentication
server is responsible for distributing connection keys
prior to the handoff. Thus, when the handoff is taking
place, the access points are able to make access control
decisions locally without turning to the authentication
server.

In [17], the connection keys are generated using the
authentication key, the MAC addresses of the mesh
client and the access point, and the connection key
used at the current access point. The authentication
server generates keys for the neighbors of the
current access point and distributes among them. By
neighbors, we mean the potential next access points
that the mesh client may associate with. In this
solution, the authentication server has to be aware
of the location of the mesh clients, otherwise it is
not able to determine which access points need keys
next. A very similar idea is described in [18] with
some improvements: 1) the current AP sends the
list of neighbors to the authentication server and 2)
optionally, the current access point can distribute the
current connection keys among the neighboring access
points using IAPP protocol to postpone the connection
key generation.

In [19], the GSM authentication model was adopted
to a WiFi environment. The authentication server
generates so called triplets which consist of some
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authentication information and a connection key. The
triplets are sent proactively to the potential next access
points that can use the authentication information
therein to authenticate the mesh client performing the
handoff, and the connection key for further access
control enforcement. As the triplets are generated by
the authentication server, the access points do not have
to store long-term authentication keys. No concrete
triplet distribution mechanism is proposed in that
paper.

Distributed access control enforcement with mesh
client driven proactive authentication. In contrast
to server driven proactive authentication mechanisms,
in the client driven case, the mesh clients themselves
are responsible for getting the connection keys to the
access points.

A mechanism called pre-authentication was pro-
posed in the IEEE 802.11i standard [20] that allows
a mesh client to establish connection keys with the
potential next access points prior to the handoff by
performing full authentication through the current
access point. The main advantage of this mechanism
is that it is standardized and supports QoS aware
services. However, the main drawback is that pre-
authentication requires link level connection between
the access points, and therefore, the mesh client
can establish connection keys only with the one-hop
neighbors of the current access point. Unfortunately,
the set of potential next access points may not coincide
the set of one-hop neighbors of the current access
point.

In the IEEE 802.11r [21] standard, when a mesh
client first connects to the network, it performs a full
802.1X authentication with a remote authentication
server. The access point AP0 through which this
full authentication is performed will play a special
role during the upcoming handovers. Before leaving
the access point currently associated with, the mesh
client indicates the handover and the identity of AP0

to the next access point (through the current access
point or directly). The next access point obtains an
authentication key K from AP0. The mesh client is
able to generate K using some public information
and the initial authentication key shared with AP0.
The handover is completed by running the 4-way
handshake with the next access point and deriving
connection keys from K.

The usage of multiple radio interfaces in mesh
client devices was proposed in [24]. When multiple
radio interfaces are available, one radio interface can
be associated with a current access point and used

for data traffic, while the other radio interface(s)
can independently establish connection keys with
other access points within radio range. The handoff
then consists in swapping the roles of the radio
interfaces: the radio interface which has already
established a security association with the next access
point becomes responsible for the data traffic, and
the other radio interfaces(s) continues establishing
security associations with new access points. Using
multiple radio interfaces eliminates the problem that
we identified in the case of pre-authentication, but
this solution requires special hardware support (i.e.,
multiple radio interfaces) in the mesh client devices.

A solution is proposed in [22, 23] for simplifying
the connection key establishment between the mesh
client and all the potential next access points.
For this objective, the authors modified the key
distribution mechanism of the IEEE 802.1X model.
According to this modification, the mesh client and
the authentication server establish a new connection
key through the current access point, which is then
distributed by the authentication server to the potential
next access points. This approach is not compatible
with the IEEE 802.11i standard, and it does not satisfy
the requirement of independence of connection keys,
because the new connection key is distributed among
all the potential next access points.

Two ticket based approaches are introduced in
[25]. The idea is that after a full authentication,
the authentication server generates tickets for each
access point where the mesh client could move
according to its mobility pattern. The tickets are
delivered in one proposed solution to the potential
next access points and in the other proposed solution
directly to the mesh client. In the former case, the
communication between the access points is based
on the IEEE 802.11f protocol, also known as Inter
Access Point Protocol (IAPP) [32]. In the latter case,
the mesh client sends the tickets to the access point at
the time of the handoff. The tickets are encrypted using
unique shared secrets between each access point and
the authentication server. Therefore, the access points
can obtain only those keys that are related to their
own connections. The main drawback of this solution
is the mobility prediction mechanism that has to be
very precise, otherwise, no connection key may be
established at the access point which the client wants
to associate with. Furthermore, the IAPP protocol was
withdrawn in 2006.

Distributed access control enforcement with proac-
tive authentication to the access point. Instead
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of authenticating to a remote or local authentication
server, in this category of solutions, the mesh client
authenticates to the access point in a proactive manner.

There are two papers that follow this approach.
In [14], the authors propose a solution where the
currently used connection key is distributed to the
potential next access points by the current access
point, and it is re-used there when the handoff takes
place. The drawback is that this solution does not
satisfy the requirement of independence of connection
keys. In addition, the access points must trust each
other even if they belong to different operators, which
means that the requirement of no single trusted entity
is not satisfied either.

In [12, 13], the mesh client carries the new
connection key in a credential that is sent to it by
the current access point prior to the handoff. The
credential is encrypted with a key shared between
the current access point and the next access points.
After associating with the next access point, the mesh
client shows its credential, and the new access point
decodes the connection key. Because of the time
constraints, the authors propose to use symmetric
cryptography to encrypt and decrypt the credentials.
The authors also propose to run a full authentication
after the lightweight credential based authorization.
The mesh client can send data traffic parallel to the
full authentication, hence, there are no constraints for
the speed of the full authentication. The requirement of
independence of connection keys is not fully satisfied
in this solution either, because the previous access
point generates the new connection keys. However,
in this case, a full authentication is also carried out,
therefore, this requirement remains unsatisfied only
for a short period of time. The main drawback is that
the mechanism as proposed does not fit any standards.

Generation of connection keys. Considering the
generation of connection keys in the various proposals,
the connection keys are computed using the following
data (or some part of them): the authentication key,
the previous connection key, public information of
the access point, some random numbers. Table II
shows what requirements are fulfilled by the different
input data. Note that during the computation of the
connection keys, these input data can be combined.
However, the combination must ensure that the access
points are not able to obtain the authentication key
from the computed connection keys. Besides the
appropriate key generation process, the independence
of the connection keys can be fulfilled by performing
a full authentication after the completed fast handoff.

Table II. Requirements and proposed solution for connection key
generation

Ensure freshness for the mesh client
Ensure freshness for the access point

Independence of connection keys
Long term key protection

Mutual authentication
Authentication key 3 7 7 7 7

Previous connection key 7 3 7 3 3
Public information of AP 7 3 3 7 7

Random number from AS† 7 3 3 3 7
Random number from MC 7 3 3 7 3
† AS – Authentication server

5.3. Summary

In Table III, we summarize how the various
approaches for authentication and access control
enforcement described above satisfy the requirements
identified earlier. Unfortunately, it is unambiguous
what compatibility of a whole category with standards
means.We indicate that a category is compatible with
standards if at least one method found in literature is
a standard or based on a standard and the standard
is not in draft version. Note that the status of the
compatibility can quickly change with new accepted
standards or new proposed methods.

When access control is enforced at a central entity
or at the border of the mesh network, the system is not
able to deny the forwarding of packets coming from
unauthorized mesh clients. Therefore, these methods
create DoS vulnerability in the network. Furthermore,
in the case of central access control enforcement, the
network is not scalable, because the central access
control enforcement unit becomes a bottleneck.

When a central authentication server is used with
reactive authentication, the round trip time of the
message exchanges of the authentication protocol can
be too long such that the QoS aware services cannot
tolerate that. Besides that, if the authentication server
is DoS attacked, no authentication can be performed
during the handoff in the entire network. These
problems are solved when local authentication servers
are used, but then the problem is that those servers
reside in the mesh network and they can be attacked
and compromised physically.

Distributed access control enforcement with proac-
tive authentication methods satisfy all the require-
ments. However, not all parts of the connection key
distribution process is handled in a standardized way
when the key distribution process is server driven. In
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Table III. Requirements and authentication methods

Fa
st

(r
e)

au
th

en
tic

at
io

n
m

et
ho

d

D
oS

re
si

st
an

ce

C
om

pa
tib

ili
ty

w
ith

st
an

da
rd

s

Sc
al

ab
ili

ty

N
o

si
ng

le
tr

us
te

d
en

tit
y

Central access control enforcement 3 7 3 7 3
Boundary access control enforcement 3 7 3 3 3

D
is

tr
ib

ut
ed

A
C

E
* Reactive Remote auth. server 7 7 3 7 3

Reactive Local auth. server 3 3 7 3 7

AS driven†, proactive Authentication server‡ 3 3 7 3 3

Mesh client driven, proactive Authentication server‡ 3 3 3 3 3
Reactive Access point 3 3 3 3 7

AS driven†, proactive Access point 3 3 7 3 7
Mesh client driven, proactive Access point 3 3 7 3 7

* ACE – Access control enforcement
† AS – Authentication server
‡ Remote or local authentication server

the case of mesh client driven proactive authentication,
the proposed mechanisms often require conditions that
are difficult to satisfy (e.g., multiple radio interfaces in
mesh clients).

The requirement of no single trusted entity is not
satisfied when the previous access point authenticates
the mesh client during or before the handoff, because
an access point must trust the previous access point as
an authenticator even if it belongs to another operator.

6. Protection of wireless communications

Wireless communications between mesh clients and
mesh routers, as well as among mesh routers and
gateways must be protected against various attacks.
The main options for the protection of network
communications are the following:

• End-to-end protection: In this case, the infor-
mation is protected from the mesh client to the
other endpoint of the communication, which can
be located within the Internet or within the mesh
network.

• Link-by-link protection: In this case, the
information is protected only on the wireless
links between the mesh routers, as well as

between the mesh client and the access point.
Different protection mechanisms can be applied
on each link.

• Protection of route segments: This solution is
somewhere between link-by-link and end-to-
end protection. In this case, the information is
protected on a segment of the route between
the mesh client and the other endpoint of the
communication. This can be useful if parts of
the mesh network can be considered as trusted
and the protection needs to be applied only in
the untrusted parts.

6.1. End-to-end protection

The easiest way to implement communication security
services is to use end-to-end protection solutions.
End-to-end protection in this case means that the
mesh client uses cryptographic methods (e.g., message
authentication codes, encryption, etc.) to protect its
traffic and the other endpoint, an Internet host or a
target in the mesh network, checks the necessary fields
and does the appropriate inverse operations.

This method has the following properties:

• It is transparent to the mesh routers, hence,
there is no need to modify any mesh-internal
elements.
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• The mesh routers cannot check the integrity of
the packets while they are in-transit. This means
that any modified, spoofed or fabricated packet
is only detectable at the endpoint, therefore,
there is an elevated risk for unwanted traffic
throughout the mesh network, which may lead
to a DoS situation.

• End-to-end protection can cover the path within
the Internet (from the gateway to the end
system), not just in the mesh network. As the
mesh network operator cannot protect the traffic
on the Internet, only in his limited reach, the
end-to-end protection is the only possibility
when such coverage is needed.

• The endpoints must support the protection
method and should use an up-to-date and secure
implementation. This can be problematic, as the
end systems are typically owned by end users.

In the case of full end-to-end protection, the
network traffic between the mesh clients and the end
systems (inside the mesh or in the Internet) can be
protected by application level solutions, such as TLS
[33] or SSH [34]. Alternatively, a network sublayer
can also be introduced to provide general security
services for all network traffic. For this purpose, off-
the-shelf VPN (Virtual Private Network) tools are
available. The most frequently used solution is an
IPsec [35] connection between the endpoints.

6.2. Link-by-link protection

Link-by-link protection is the other extreme of the
available approaches. It means that the information
within the mesh network is protected hop-by-hop,
including the link between the mesh client and the
access point, and the links between the mesh routers.
On every link, the operator or the two operators that
share the link can decide what protection mechanisms,
algorithms and keys are used, or even, what part of the
traffic should be protected with such measures.

The main advantage of link-by-link protection is
that the level of protection and the mechanisms used
can be different on each link. Thus, depending on the
properties of the link, the algorithms and parameters
might be adjusted. In addition, link level protection is
transparent to the endpoints, and it can also provide
help against traffic analysis.

The main drawback is that the information is
not protected from the mesh routers, therefore, they
should be all trusted, if only link-by-link protection
is used. Considering that mesh routers are physically

not protected and that dishonest operators can be
attackers, the assumption that all routers are trusted is
not realistic. Hence, link-by-link protection should be
complemented with end-to-end protection measures or
route segment protection.

On the other hand, link-by-link protection is indis-
pensable for the prevention of traffic analysis and for
the avoidance of bandwidth consumption DoS attacks.
In particular, link-by-link encryption can protect
network meta-data, such as high level addresses and
names, from disclosure to external attackers, and link-
by-link integrity protection can help to detect modified
or spoofed packets immediately, and therefore, it helps
to avoid that modified or spoofed packets eat up
network bandwidth in the mesh network. Note that
when only end-to-end integrity protection is used,
modified and spoofed packets are detected only at the
end systems, and they can cause reduced QoS or even
a DoS situation for the users.

Link level protection should be based on standard
cryptographic algorithms, such as HMAC [36] for
integrity protection and AES [37] for encryption. The
encapsulation of the packets can use a proprietary
method or it can use standardized protocols (e.g.,
those described in the IEEE 802.11s standard [38]),
depending on the wireless networking technology
used. For the protection of the link between the mesh
client and the access point, standard solutions based
on WPA or WPA2 [39] should be used.

An important part of the integrity protection is
the protection against replays. This can be achieved
by using sequence numbers and flow identifiers,
and including them implicitly or explicitly in the
MAC computation. In fact, such sequence numbers
and flow identifiers may already be available in
the packets depending on the packet format of the
networking protocols used. Otherwise, the packets
must be extended with additional header fields that can
carry sequence numbers and flow identifiers.

6.3. Route segment protection

Between end-to-end and link-by-link protection
methods, there are other scenarios where only a
segment of the communication path is protected,
which can be very useful in a multi-operator
environment:

• Protection only between the client and the
access point: Considering that the network
operators might use directional antennas
between the mesh routers, the most vulnerable
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place against network sniffing is the wireless
link between the mesh client and the access
point. Therefore, this link needs special
attention.

• Protection on those parts of the mesh network
that belongs to other network operators:
Depending on the trust between the mesh client
and the network operator, a client may consider
the operator’s access points and mesh routers
as secure enough. However, in a multi-operator
based mesh network, it is possible that some
parts of the client’s traffic is handled by mesh
routers that belong to other network operators.
If the client’s trust is lower in those operators,
then it is possible to protect the traffic only in
those foreign parts of the network.

• Protection between the client and the gateway:
Beyond the gateway, the Internet may be
considered as a more secure environment, as
the links are generally physically protected.
Therefore, the packets may only be protected
within the mesh network from the mesh client
up to the gateway.

• Protection between the client and a traffic
aggregation point outside of the mesh network:
One typical goal of a mesh network is to provide
larger bandwidth to the customers than it would
be possible with a single link. For this reason,
packets belonging to a single flow may be sent
through multiple gateways, and then aggregated
into a single flow again at some aggregation
point within the Internet. In this case, the
communication between the aggregator and the
mesh client can be protected based on standard
protocols such as IPsec [35].

Note that route segment protection inherits some of
the drawbacks of end-to-end protection. In particular,
if the integrity of the packets can only be verified
at the endpoints of the route segment, then modified
or spoofed packets may waste valuable network
resources, and thus, degrade the QoS provided to the
users. In order to address this problem, one could use
a broadcast authentication scheme, for instance digital
signature, to ensure that the authenticity and integrity
of the packets can be verified by the intermediate
nodes on the route segment, while the encryption
can still be used between the endpoints of the route
segment. Furthermore, in order to avoid the increased
overhead caused by the verification of the digital
signatures, this approach can be used in a probabilistic
manner, or it can be turned on only if a large number

of modified or spoofed packets are detected at the
endpoints of the route segment.

6.4. Protection against traffic analysis

As we said before, link-by-link encryption is an
effective approach against traffic analysis, as an
adversary sniffing the traffic of a wireless link is
unable to distinguish between the traffic of the
individual clients and cannot access traffic meta-
information (e.g., IP addresses and TCP port numbers)
that would reveal the identity of the service provider
and the kind of service used. However, if the mesh
network has a low amount of traffic, then the encrypted
data may still provide useful private information for
the attacker.

As an additional measure, dummy traffic might
be used for the protection against traffic analysis.
This means that the mesh clients and the mesh
routers can continuously send dummy packets through
the wireless links. The attacker cannot distinguish
between dummy packets and encrypted network
traffic, therefore, this solution protects against traffic
analysis. A drawback of this approach is the
unnecessary traffic generated and transported over the
network, however, to solve this problem, the dummy
traffic can be suppressed if the network links become
too busy.

7. Secure routing

The problem of routing in wireless mesh networks is
similar to that in mobile ad hoc networks (MANETs),
as both types of network use multi-hop wireless
communications. For this reason, MANET routing
protocols have been considered for mesh networks
both in academic and in industry circles. For instance,
the IEEE 802.11s working group defined two routing
protocols for 802.11 based mesh networks, and both
are based on protocols proposed earlier for MANETs:
the default routing protocol in the 802.11s standard
is a variant of the AODV (Ad-hoc On-demand
Distance Vector) protocol [40], and an optional routing
protocol is also defined that is a variant of the OLSR
(Optimized Link-State Routing) protocol [41]. In the
remainder of this section, we assume that the reader
has some basic knowledge about routing in MANETs
and in mesh networks; more information on these
topics can be found in [42] and [43], respectively.
Our objective is to identify how mesh network routing
differs from MANET routing with respect to security,
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and to give an overview on the design options for
securing mesh network routing protocols.

The main differences between MANETs and
mesh networks that are relevant for routing are the
following:

• The nodes in MANETs are mobile and, hence,
battery powered. In mesh networks, the mesh
clients can be mobile and battery powered, but
the mesh routers are mainly static and they are
connected to some power supply. Therefore,
mesh routers are less constrained in terms of
energy consumption than MANET nodes are.

• In MANETs, it is often assumed that any two
nodes may want to communicate with each
other. In contrast to this, mesh networks are
often used as access networks through which the
mesh clients connect to the Internet, meaning
that the bulk of the communication is between
mesh clients and gateway nodes, resulting in
a more specific traffic pattern than the traffic
pattern in MANETs. In addition, in mesh
networks, a flow originating from a single mesh
client can be split and routed towards multiple
gateways, while this type of multi-destination
routing is less common in MANETs.

• In MANETs, routing is best effort, and QoS
issues are usually not addressed, while in mesh
networks, many of the envisioned applications
require QoS support from the routing protocol.
Therefore, mesh network routing protocols are
optimized for performance and reliability, and
they use more complex routing metrics than the
hop-count, which is the most commonly used
metric in MANET routing protocols.

In addition to these general differences, we must also
mention that MANETs are often considered to be
fully self-organized, where each node is owned and
administered by a different entity, while in this paper,
we consider operator based mesh networks, where a
group of mesh routers are owned and administered by
a single entity (however, we assume the co-existence
of multiple operators). This is not a general difference
between MANETs and mesh networks, because
MANETs can also belong to a single administrative
domain (e.g., in military applications), and community
based mesh networks may also be fully self-organized.

Based on the observations made above, we identify
the following main differences between the security
of mesh network routing and MANET routing: First
of all, while the security requirements are more
or less the same, in mesh network routing, QoS

support mechanisms need to be protected against
attacks, and in particular, the protection of routing
metric values and metric computation against attacks
launched by misbehaving mesh routers needs some
special attention. Second, the security mechanisms
can be different, in particular, in mesh networks,
we can take advantage of the fact that the mesh
routers have no energy constraints and can run more
complex cryptographic algorithms than the nodes in
MANETs. Finally, in operator based mesh networks,
the establishment of security associations between the
mesh routers is easier, as the necessary cryptographic
material can be distributed and managed by the
operators in a systematic way. For instance, the usage
of public key cryptography and the assumption of a
public key infrastructure run by the operators do not
seem to be far fetched.

Surveys on securing MANET routing protocols can
be found in [44] and in Chapter 7 of [45]; here,
we focus on the differences identified above, and
not covered by those surveys. More specifically, we
address the protection of the routing metric values
in reactive distance vector routing protocols and in
proactive link-state routing protocols, as well as the
security issues in resource reservation and in error
recovery mechanisms. We do not address specific
attacks on routing identified earlier in the literature,
such as wormholes [46] and rushing [47], because
those are not unique to mesh networks and they
are extensively covered by the literature on MANET
routing security.

7.1. Securing the route discovery

We discuss the security of the route discovery phase of
two types of routing protocols: reactive distance vector
routing and proactive link-state routing. Reactive
distance vector routing protocols (e.g., AODV)
discover routes in an on-demand manner by flooding
the entire network with a route request message.
Among other things, this route request message
contains an aggregated routing metric value that is
updated by each node that processes the message, and
that represents the routing metric of the path taken
by this particular copy of the message. When the
nodes process a route request message, they update
the routing entry that corresponds to the initiator
of the route discovery by setting the routing metric
value of the entry to the aggregated routing metric
value observed in the request. Intermediate nodes that
know a path to the destination and the destination
itself can respond to a route request by sending a
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unicast route reply message back on the reverse path
taken by the request. Similar to the route request, the
route reply message contains an aggregated routing
metric value too that is updated by each node that
processes the message. When the nodes process a
route reply message, they update the routing table
entry that corresponds to the destination of the route
discovery by setting the routing metric of the entry
to the aggregated routing metric value observed in the
reply.

In proactive link-state routing protocols (e.g.,
OLSR), each node periodically floods the network
with link-state update messages that contain the
current link quality metric values observed by the
node on all of its links. Based on the received link-
state update messages, each node can reconstruct the
connectivity graph of the network, where the edges are
labeled with the link quality values. Then, each node
can select the appropriate path to any other node in
the network using various path selection algorithms
locally.

In order to prevent the manipulation of the routing
messages, and thus, the creation of incorrect routing
state by an external adversary, the routing messages
must be authenticated and their integrity must be
protected. This can be easily achieved by using
standard cryptographic techniques including digital
signatures and message authentication codes (MACs).
Digital signatures provide broadcast authentication
services meaning that all nodes in the network can
verify the authenticity of a signed message. For
this, the public keys of the potential signers must
be distributed to the verifiers securely in an off-
line manner. In case of MACs, only those nodes
can verify the authenticity of a message carrying
a MAC value that possess the secret key used for
generating that value. This requires the nodes to
securely establish shared secret keys between each
other. Routing messages can be protected either with
a key shared by all nodes in the network or on a
link-by-link basis using keys shared by neighboring
nodes; both approaches prevent an external adversary
from manipulating the routing messages. However, the
disadvantage of relying on a common key shared by all
nodes is that if a single node is compromised, then the
entire system collapses. For this reason, either digital
signatures should be used, or routing messages should
be authenticated with MACs on a link-by-link basis
using pairwise shared keys.

Reactive distance vector routing. The difficulty of
securing reactive distance vector routing protocols

lies in the protection against misbehaving routers. In
particular, the difficulty is that the routing messages
contain aggregated routing metric values that are
legitimately manipulated by the nodes that process
those messages. Hence, a misbehaving router can
incorrectly set the aggregated routing metric value
in a routing message, and there is no easy way for
the other routers to detect such a misdeed. Note that
authentication of routing messages does not help to
solve this problem.

Recall that we are interested in QoS-aware routing
for mesh networks. Here, the aggregated routing
metric value of a path is computed from the link
quality metric values that correspond to the links
of that path. There are various link quality metrics
proposed in the literature for mesh networks; most
of them are based on general quality metrics such as
bandwidth, delay, jitter, bit error rate, etc. However,
all known link quality metrics fall in either of the
following three classes: (a) additive, (b) multiplicative,
and (c) transitive metrics. In case of additive metrics,
the aggregated routing metric of a path is computed
as the sum

∑
i xi of the link quality metric values xi.

Examples for such metrics are the delay, the jitter, and
also the hop-count. In case of multiplicative metrics,
the aggregated routing metric is computed as the
product

∏
i xi of the link quality metric values. An

example for such a metric is the bit error rate. Finally,
in case of transitive metrics, the aggregated routing
metric is either the minimum mini xi or the maximum
maxi xi of the link quality metric values. A transitive
metric where the minimum is used is the bandwidth.

We make the observation that multiplicative metrics
can be transformed into additive metrics by taking the
logarithm of the metric values: log

∏
i xi =

∑
i log xi.

Similarly, any transitive metric that uses the minimum
can be converted into a transitive metric that uses the
maximum by multiplying the metric values with −1:
−mini xi = maxi(−xi). Therefore, it is sufficient to
develop protection techniques for either additive or
multiplicative metrics, and for the transitive metric
that uses either the minimum or the maximum.

In addition, another observation is that routing
metrics are usually monotonic, meaning that either
f(X, x) ≤ X or f(X,x) ≥ X for any aggregated
metric value X and any link quality metric value
x, where f denotes the aggregation operator (i.e.,
addition, multiplication, minimum, or maximum).
Clearly, the minimum and the maximum are always
monotonically decreasing and increasing, respectively.
Moreover, if the link quality metric values are non-
negative, then additive metrics are monotonically
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increasing, while if link quality values are non-
positive, then additive metrics are monotonically
decreasing. Similarly, if the link quality metric values
are not smaller than one, then multiplicative metrics
are monotonically increasing, while if they are not
greater than one, then multiplicative metrics are
monotonically decreasing.

Monotonic routing metrics can be protected against
manipulation by misbehaving routers using hash
chains. More specifically, hash chains can be used
to protect monotonically increasing metrics against
malicious decrease, and monotonically decreasing
metrics against malicious increase. A detailed descrip-
tion of using hash chains in routing protocols can
be found in [48]. The basic idea is that the routing
messages contain a cryptographic hash value, and
each node i that processes a routing message updates
this hash value by hashing it further iteratively qi

times with a publicly known cryptographic hash
function, where qi corresponds to the link quality
metric value with which the aggregated routing metric
value is being increased or decreased. Thus, in order to
decrease a monotonically increasing, or to increase a
monotonically decreasing metric value, a misbehaving
router should be able to compute pre-images of the
hash value found in the routing message, and this
is computationally infeasible, due to the one-way
property of cryptographic hash functions.

While hash chains are efficient and easy to use, they
have some limitations, the most serious one being that
they can protect against either increase or decrease,
but not against both. One can argue that if paths
with smaller routing metric values are preferred, then
it is sufficient to protect against malicious decrease
of the aggregated routing metric value, while if
paths with larger metric values are preferred, then
it is sufficient to protect against malicious increase.
Malicious modifications made in the other direction
make a path less attractive, and they may result in a
situation, where a given path is finally not selected
when it should have been selected if there was no
misbehaving router on the path. While in theory, this
can be considered to be an attack, in practice, such
attacks have little and uncontrolled effects, and hence,
they are not very likely to happen.

The protection of the hop-count needs some special
attention in case of QoS aware mesh network routing.
The hop-count is a monotonically increasing metric,
and thus, the hash chain approach can be used to
protect it against malicious decrease. This is useful
if the hop-count is used directly as a routing metric.
However, the hop-count can also be used to compute

the average of some link quality metrics. For this,
besides the aggregated routing metric computed as
the sum of the link quality metric values, routing
messages must also contain the hop-count, and in
order to obtain the average, the aggregated routing
metric value must be divided with the hop-count value.
In this case, however, the hop-count must also be
protected against malicious increase, because larger
hop-count values result in a smaller average value, and
this increases the probability of incorrectly selecting
the corresponding path. The protection of the hop-
count against malicious increase is a requirement
that is unique to QoS aware mesh network routing
protocols that rely on the average of the link quality
values, and it is not addressed by secure MANET
routing protocols. Indeed, at the time of this writing,
protection of the hop-count against malicious increase
seems to be an open research problem.

Another problem with passing on only aggregated
routing metric values in routing messages is that a
router on a path cannot verify if the previous router
used a correct link quality metric value to update the
aggregated routing metric value in a routing message.
Assuming that links are symmetric, the two end-points
of a link observe the same quality metric value on that
link, and if at least one of them is not misbehaving,
then it can detect if the other end-point misbehaves,
given that it can observe which link quality value is
used by the other end-point. Hence, the possibility of
making this observation must be ensured by secure
distance vector routing protocols designed for mesh
networks. One approach to achieve this is delaying the
aggregation of link quality values: each node puts in
the message (and authenticates) the link quality value
that it wants to use, the next node verifies (and re-
authenticates) that value, and inclusion of that value
into the aggregated routing metric value happens only
after this verification possibly by a third node on the
path. Note that if links are not symmetric, and only
one router can make a statement about the quality of
a given link (in one direction), then there is no way to
detect misbehaving routers.

Examples for secured reactive distance vector
routing include S-AODV [49] (Secure AODV)
and ARAN [50] (Authenticated Routing for Ad-
hoc Networks). However, none of these protocols
consider QoS-aware routing metrics. In addition, S-
AODV lacks neighbor authentication, which makes it
vulnerable to spoofing attacks. The detailed analysis
of these protocols can be found in [51].
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Proactive link-state routing. Proactive link-state
routing protocols are much easier to secure, because
the link-state update messages do not contain
aggregated routing metric values, and hence, they do
not need to be modified by the nodes that re-broadcast
them. Instead, each node collects link quality metric
values from the entire network, and aggregates them
locally during the path computation. A statement
about the link qualities of a node can be authenticated
by the node using a broadcast authentication scheme
(e.g., digital signature). In addition, those statements
can be verified and countersigned by the neighbors
of the node. This simplicity is intriguing and makes
link-state routing protocols a preferred choice when
security issues are considered.

Security extensions to the OLSR protocol based
on similar ideas described above are proposed in
[52]. However, that proposal lacks the verification
and countersignature of the link quality statements by
the neighboring nodes. Conflicting statements about a
link can still be detected by the nodes, but they are
unnecessarily flooded in the entire network.

7.2. Securing resource reservations

Once an available path that satisfies the required QoS
requirements is discovered, reserving resources on
that path is a simple matter: a resource reservation
request can be sent along that path. This request
must be authenticated by its originator in order to
prevent an external attacker from sending spoofed
reservation requests. In addition, some rate limiting
mechanism should be used to limit the amount of
resources that a single node can reserve in a given
period of time. This is a protection measure against
misbehaving nodes that try to exhaust all resources
available on a path by reserving them. As requests
are authenticated, such rate limiting is straightforward
to implement by tracking the reservations made by a
given node. Reservations can be released as a result
of sending and processing explicit reservation release
messages that must also be authenticated. Moreover,
reservations should also be released if the reserved
resources are not actually used for a certain period of
time.

7.3. Design issues of error recovery
mechanisms

Routing protocols usually have built-in error recovery
mechanisms that can handle the situation of link
breakage. However, those mechanisms are often

limited to sending an error message along the
remaining segments of a broken path, which informs
the involved nodes that the given path is no
longer functioning. Then, the usual action is that an
alternative path is selected that does not contain the
broken link. If no such path is available, then an entire
new route discovery must be executed. This opens the
door for DoS attacks, where the attacker forces the
repeated execution of the route discovery algorithm,
which results in a substantially increased overhead
(due to flooding), and hence, increased interference
and decreased QoS for a potentially large number of
nodes in the network.

In order to address this problem, the error recovery
mechanism should try to repair a broken path locally
without the need to flood the entire network. Link-state
routing protocols are advantageous again, because
each node has a full view of the network graph, and
hence, any node on a broken path can locally identify
detours avoiding the broken link. We are not aware,
however, of any specific link-state routing protocol
for mesh networks that uses such a local route repair
mechanism.

8. Key management

As we have seen, securing the operation of
mesh networks requires the usage of cryptographic
mechanisms, which rely on cryptographic keys. Key
material is needed for the protection of wireless
communications within the mesh network (including
the communication between the mesh clients and
the access points), for the protection of the routing
protocol, for the protection of the messages of the
mesh client authentication protocol, and potentially,
for mesh client authentication itself if it is not based
on simple passwords.

Given that in a multi-operator environment, security
associations are often established between entities that
belong to different administrative domains, a PKI
based key management approach seems to be the
conceptually simplest and most convenient solution
here. Although, a PKI-based approach may seem to
be heavy for the first sight, it may, in fact, be feasible,
because here we do not require a global and general
purpose PKI. We require only that the operators of
the mesh network set up their own PKI, which is
used only for setting up security associations between
devices. Such localized solutions are routinely used
today by organizations for setting up Virtual Private
Networks. Also, human users need to be equipped
with certificates only in the case when they are
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authenticated using a signature based authentication
method.

A PKI for multi-operator based mesh networks
could be established in a rather straightforward way:
Each operator runs its own Certification Authority
(CA) service that issues certificates for the public
keys of the mesh routers, the access points, the
gateways, and the various servers (e.g., those handling
mesh client authentication) operated by the given
mesh network operator. Some of the operators
may use public key cryptographic protocols for the
authentication of their customers, in which case, the
CAs of those operators issue certificates for the mesh
clients’ public keys too. Mesh routers, access points,
gateways, servers, and mesh clients store their own
certificates, and the public key of their CA. In addition,
the CAs of the different operators cross-certify the
public key of each other on a bilateral basis. The
resulting certificates are stored in a publicly available
storage, or alternatively, each mesh router, access
point, gateway, and server can periodically download
and locally store the certificates issued by its CA for
the public keys of the other CAs.

Given such a PKI, any two entities, say A and B,
can easily establish a shared key. For this, each of them
can send its public key certificate to the other. A can
verify B’s certificate using the certificate issued by A’s
CA for the public key of B’s CA, and the public key
of A’s CA. B can verify A’s certificate in a similar
manner. Once they have obtained each other’s public
key, A and B can run any public key based session
key establishment protocol (see [53] for an extensive
discussion of available protocols) to establish a shared
secret. Moreover, any entity A can generate digital
signatures, which can be verified by all other entities
using the public key of A, which can be obtained and
verified as described above.

Each CA can renew certificates on a regular basis
depending on its own security policy. In addition, each
CA can maintain a certificate revocation list (CRL)
where it publishes revoked certificates. Each operator
can obtain the CRL of all the other operators, and
distribute all CRLs to its mesh routers, access points,
gateways, and servers. Mesh clients can obtain CRLs
from access points when they connect to them.

9. Intrusion detection and recovery

Intrusion detection involves the automated identifi-
cation of unusual activity by collecting audit data,
and comparing it with reference data. A primary
assumption of intrusion detection is that a network’s

normal behavior is distinct from abnormal or intrusive
behavior. Various approaches to intrusion detection
differ in the features (or measures/metrics) they
consider, in addition to how and where these features
are measured. Identifying the features to be monitored
is important, because the amount of monitored data
can be particularly large, and its collection can
consume a significant amount of wireless resources.

Intrusion detection procedures can be classified
into three categories [54]: misuse (or signature-based)
detection, anomaly detection, and protocol-based (or
specification-based) detection. The three categories
differ in the reference data that is used for detecting
unusual activity: misuse detection considers signatures
of unusual activity, anomaly detection considers a
profile of normal behavior, and specification-based
detection considers a set of constraints characterizing
the normal behavior of a specific protocol or program.

Intrusion detection in wireless mesh networks
imposes additional challenges compared to intrusion
detection in wired networks, due to variations and
impairments of the wireless channel, the broadcast
and open access nature of the wireless spectrum,
the interference between wireless links, and the
limited physical protection of the network nodes. For
example, in an operator’s wired network it is sufficient
to implement intrusion detection in the edge switches
or routers, which connect to external devices, and
physically protect internal network devices. On the
other hand, in wireless mesh network the previous
differentiation of internal and edge devices is useless,
since all mesh nodes, including those without links to
external devices, can be affected by external sources
due to the broadcast nature of the wireless spectrum.

Intrusions into wireless networks often aim at
Denial-of-Service at different layers including the
physical, MAC, and network layers [55]:

• Physical layer: The simplest form of a physical
layer attack is a continuous jammer, which
generates a continuous high power signal
across the entire channel bandwidth. Another
possibility is to transmit a periodic or random
signal [56, 57].

• MAC layer: Attacks in this layer are referred
to as virtual jamming, and involve transmitting
spurious or modified MAC layer control
(RTS, CTS, ACK) or data packets. Virtual
jamming attacks can also be conducted by
manipulating the NAV (Network Allocation
Vector) value of control and data packets, thus
influencing a well-behaving node’s backoff.
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Such actions can be performed in a continuous,
periodic or random, or intelligent (channel
and protocol-aware) manner [58, 56, 57, 59].
Intelligent attacks utilize the semantics of data
transmission, and have the advantage of using
less energy compared to continuous jamming
attacks.

• Network layer: Attacks in this layer involve
sending spurious routing messages, modified
routing information, or tampering with packet
forwarding.

Note that attacks can be performed in multiple layers
or from multiple locations simultaneously, making
them stealthy hence harder to detect. In addition,
attacks can also target the transport layer and higher,
however, such attacks can be handled in a manner
similar to wired networks.

9.1. Related work

A distributed and cooperative architecture for anomaly
detection is presented in [60, 61]. This work relies on
characterizing normal behavior using an information-
theoretic metric: entropy and conditional entropy.
The anomaly detection approach is evaluated for
identifying routing attacks, and considers multiple
features that correspond to manipulating routing
information and influencing the packet forwarding
behavior.

The work in [62] considers the combination of
multiple features, such as route additions, removals,
repairs, and traffic related features such as packet inter-
arrivals, to detect routing attacks. The work in [63]
considers the route lifetime and frequency of routing
events to detect abnormal behavior.

The work in [64] detects MAC-layer misbehavior
based on the sequential probability ratio test, which
is applied to the time series of backoff times; the
latter are estimated using timestamps of RTS/CTS and
acknowledgement packets. MAC-layer misbehavior
detection is also the focus of [65], which considers
a protocol-based approach that relies on detecting
deviations of the values of MAC-layer parameters,
such as inter-frame spacing, NAV, and backoff.

Prior work has shown the need for cross-layer and
cross-feature intrusion detection. In particular, [56]
shows that single metrics, such as the signal strength,
packet delivery ratio, or channel access time, alone
are not able to effectively detect wireless jamming.
On the other hand, combining packet delivery ratio
measurements with signal strength measurements
or location information can detect attacks ranging

from continuous physical layer jamming up to
reactive jamming where the attacker transmits a
jamming signal only when he detects the existence
of a legitimate transmission. The work in [66]
considers the combination of measurements such as
the physical carrier sense time, the rate of RTS/CTS
transmissions, the channel idle period, and the number
of transmissions together with the channel utilization
time to demonstrate that the combination of such
cross-layer metrics can improve detection. Both the
above two approaches consider simple threshold
schemes for signaling a potential attack.

9.2. Unique features of wireless mesh networks

Wireless mesh networks have some common char-
acteristics with wireless ad hoc networks, namely
routing and forwarding over wireless multi-hop paths,
hence approaches for intrusion detection in wireless
ad hoc networks are relevant. Nevertheless, there
are important differences, which affect both the
procedures for intrusion detection and the actions for
recovery.

Fixed mesh nodes and relatively stable topology.
Unlike ad hoc networks, where nodes are typically
mobile, in wireless mesh networks nodes are typically
stationary. This has two implications: First, location
information can be used for intrusion detection.
Second, unlike ad hoc networks, wireless mesh
networks have a relatively stable topology, which
changes in the case of node failures or additions,
interference, and security attacks. The reduced
variability due to the stable topology yields less
overhead for statistical anomaly detection approaches
that require (re-)estimating the normal behavior when
the network topology changes. Moreover, fixed mesh
nodes typically contain higher processing and storage
capabilities and have an available power supply, thus
reducing the burden for estimating the normal traffic
behavior compared to resource (processing, storage,
and battery) constrained mobile devices.

Interconnection to a wired infrastructure and
centralized management. Ad hoc networks have
a dynamically varying topology with no fixed
infrastructure and no centralized control. On the other
hand, wireless mesh networks have a number of
gateways connected to a wired network infrastructure;
the existence of multiple gateways provides higher
protection to intrusion attacks. Moreover, operator-
owned mesh networks have centralized management.
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Centralized management facilitates the collection of
intrusion detection data and results, thus enabling
correlation of measurements from different monitor-
ing locations. Nevertheless, centralized collection and
processing of all audit data may be too costly due to
the consumption of scarce wireless resources.

Multi-radio, multi-channel, and directional anten-
nas. Ad hoc networks, due to the mobility of nodes,
typically involve nodes with a single radio connected
to an omnidirectional antenna; moreover, to achieve
connectivity all nodes operate on the same channel.
On the other hand, wireless mesh networks involve
nodes with multiple radios, each operating in different
channels. Multi-radio and multi-channel operation
results in less variability, since it reduces – but
does not eliminate – the interference between links
that involve different wireless interfaces. Reduction
of such interference is also achieved with the
use of directional antennas, which is typical in
metropolitan wireless mesh network deployments.
As indicated above, less variability facilitates the
application of anomaly detection which uses statistical
techniques for estimating normal mesh network
behavior. Directional antennas also provide more
resistance to jamming, since they reduce the possible
positions of an attackers transmitter that can disturb
the wireless communication. Moreover, multi-radio
and multi-channel operation, together with directional
antennas can support multiple paths between mesh
nodes that contain disjoint links; availability of such
multiple paths can facilitate attack recovery and
mitigation, as further discussed in Section 9.4.

9.3. Requirements for intrusion detection

Based on the above discussion, next we identify
requirements for intrusion detection in wireless mesh
networks. At a high level, these requirements are
similar to other environments such as wired and ad hoc
networks. Our goal here is to discuss the realization of
the requirements in wireless mesh networks.

• Cross-feature and cross-layer detection: Com-
bining multiple features and measurements
(cross-feature) and measurements at different
layers (cross-layer) can improve the per-
formance of intrusion detection systems. In
particular, for anomaly detection such an
approach can significantly reduce the number
of false positives [56, 66]. Combining multiple
features for intrusion detection can be achieved

through a hierarchical or cascaded system:
A hierarchical system recursively combines
or fuses multiple alerts, i.e., deviations of
individual features; such an approach can
reduce the number of false positives. In a
cascaded intrusion detection system, an alert for
one feature can trigger a detector for another
feature; in addition to reducing the number of
false positives, such an approach also reduces
the overhead of intrusion detection.
Possible features (or measures/metrics) at
various layers that can be used for intrusion
detection include the following:

– Physical layer: signal strength, packet
delivery ratio (or packet error ratio),
physical carrier sensing time, location
information.

– MAC layer: channel access delay, backoff
time, channel idle time, RTS/CTS trans-
mission rate, channel utilization.

– Network layer: route update frequency
(or route lifetime), route update message
rate, route length. These metrics can
be monitored for each mesh node that
participates in routing.

– Application layer: throughput, goodput,
delay, jitter.

• Distributed intrusion detection with correlation
of measurements from multiple locations: Cor-
relation of measurements or detection results
from multiple locations exploits the broadcast
nature of wireless transmissions, whereby the
transmission from one node can be received
by multiple nodes within its range. Combining
measurements from multiple monitoring loca-
tions can improve the performance of intrusion
detection, by reducing the number of false
positives, but requires a central entity to collect
and combine the measurements from multiple
locations. This suggests a two-layer intrusion
detection system, where processing based on
purely local information is performed in the
mesh nodes, and the correlation of detection
results from different monitoring locations is
performed in some centralized entity. Moreover,
the above can involve multiple monitors from
different operators.

In addition to the above, general requirements include
effective intrusion detection, in terms of high detection
probability, and low false positives and false negatives,
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and low overhead for collecting and processing
monitoring data.

9.4. Attack recovery and mitigation

Here, we identify the actions and the corresponding
mechanisms that can be used for attack recovery and
mitigation, which are triggered by intrusion detection.

• Channel switching: One approach for evading
an attack is channel switching (or channel
hopping) [67, 68, 69]. This approach is
motivated by frequency hopping, but differs
in that channel switching occurs on-demand,
rather than in a predefined or pseudo-random
manner, thus forcing an intruder to jam a much
larger frequency band. Aside selecting the new
channel to switch to, channel switching requires
coordination between interfaces operating in
the same channel. This coordination issue is
different in single-radio wireless mesh net-
works, compared to multi-radio mesh networks,
where each mesh node contains multiple radio
interfaces operating in different channels.

• Power and rate control: Increasing the trans-
mission power or reducing the transmission
rate can increase the energy per bit that
reaches the receiver, which, in turn, increases
the probability of successful packet decoding.
With the former approach, when increasing the
transmission power, care must be taken, as it can
also increase the level of interference induced
on other receiving interfaces.

• Mechanism-hopping: The work of [70] pro-
poses a mechanism-hopping approach which
can be viewed as a generalization and com-
bination of channel hopping, and power and
rate control, that exploits multiple mechanisms
and parameters for each mechanism in all
layers. For example, the physical layer includes
power control and rate control/modulation,
the link layer includes different medium
access mechanisms with different parameters,
the network layer includes different routing
algorithms and forwarding strategies, etc.

• Multi-path routing: While channel hopping
exploits channel/frequency diversity, the exis-
tence of multiple paths between mesh nodes
enables space diversity. Multiple paths can be
used to reroute traffic when an intrusion is
detected. With this approach, the detection delay
and the rerouting delay determines the impact

of an attack in terms of lost data. Moreover,
multiple paths can be used to perform path
hopping, where a path for a particular node pair
or flow is randomly switched among multiple
available paths. In response to an attack, routing
can be used to isolate some portion of the mesh
network that has been the target of an attack.
An alternative approach that can avoid data loss
altogether is to combine multi-path redundancy
with network coding. Intrusion detection and
recovery in this context has the objective of
increasing the redundancy of the mesh network
in order to combat future attacks.

• Multiple wired Internet gateways: Another form
of space diversity is the existence of multiple
gateways that connect the wireless mesh
network to a wired network infrastructure. The
existence of multiple coordinating gateways,
through the use of anycasting, can help mitigate
intrusion attacks.

Note that the above actions and mechanisms pertain
to the physical, link, and network layers which are
specific to wireless mesh networks. These can be
combined with higher layer mechanisms, such as
filtering, rate limiting, and caching, to further enhance
the effectiveness of attack recovery and mitigation.

10. Conclusion and future work

In this paper, we addressed the problem of securing
QoS-aware mesh networks operated by multiple mesh
network operators. This is a complex problem domain,
therefore, our main objective was to structure it, and
to give an overview of the possible design options
for a comprehensive security architecture for such
networks. For this purpose, we identified an attacker
model and, based on that, we derived the main security
requirements. Then, we gave a detailed overview
on the state-of-the-art in client authentication and
access control in wireless networks, and we evaluated
how the various approaches proposed so far fit the
requirements identified for mesh networks. Next,
we identified several approaches to protect the
communication within the mesh network based on
standard communication security mechanisms. We
also identified possible approaches to secure the
routing protocols in mesh networks, and in particular
to protect the routing metric values in routing
messages. Finally, we identified possible approaches
for intrusion and misbehavior detection and recovery
that take into account the unique features of mesh

Copyright c© 2008 John Wiley & Sons, Ltd.
Prepared using wcmauth.cls

Wirel. Commun. Mob. Comput. 00: 1–25 (2008)
DOI: 10.1002/wcm



SECURING MULTI-OPERATOR BASED QOS-AWARE MESH NETWORKS 23

networks, and we proposed a PKI-based approach to
key management.

We saw that, although, a considerable amount of
related work has already been carried out for securing
WiFi networks and mobile ad hoc networks, the results
of those works cannot always be directly used in mesh
networks. In particular, the authentication mechanisms
available for WiFi networks do not really support
user mobility, as they do not allow for seamless
handover between access points, and the majority
of the secure routing protocols proposed for mobile
ad hoc networks do not support the protection of
QoS-aware routing metrics. In addition, intrusion
and misbehavior detection and recovery mechanisms
proposed for wired networks and for mobile ad hoc
networks are not optimized for mesh networks; they
should be adapted to the characteristics of mesh
networks to increase their performance in terms of
effectiveness and reliability.

In terms of future work, we intend to design
and implement a comprehensive security architecture
for multi-operator based QoS aware wireless mesh
networks that satisfies the requirements identified in
this paper and takes into consideration the design
choices that have been reviewed here.
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